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Abstract

In this paper a possibilistic approach to sequencing is proposed. For each parameter, whose value is not precisely
known, a possibility distribution is given. The objective is to calculate a sequence of jobs, for which the possibility
(necessity) of delays of jobs is minimal. Five sequencing problems are formulated and the computational complexity
of all of them is explored.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Sequencing problem is a special case of a more general scheduling problem, in which each schedule
can be represented by a sequence of jobs. A wide review of the classical sequencing models, together
with some complexity results, can be found in[1]. In the classical problems there are some parameters
given (processing times, due dates, weights, etc.), whose values must be fixed before the calculation of
the optimal solution. The assumption that all the parameters are precisely known may be restrictive. For
most of the real-world processes the exact values of parameters are not known a priori and this uncertainty
must be taken into account.
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The natural approach to modelling the uncertainty in scheduling is a stochastic one. Unfortunately,
stochastic models are often hard to solve. Moreover, it may be hard or expensive to assume any specific
probability distributions for unknown parameters. During the past decades an alternative approach to
modelling the uncertainty, based on the fuzzy sets theory, has been proposed. Ishii et al.[10], Han
et al. [9] and Tanaka and Vlach[16] have studied the single machine problems in which the due dates
of jobs are fuzzy. The fuzzy due date of a job expresses the degree of satisfaction with completion time
of this job. The single machine problems with fuzzy processing times have been studied by Itoh and
Ishii [11], Wang et al.[17], Sung and Vlach[15] and Chanas and Kasperski[3]. In these papers different
criteria have been applied to calculate the optimal solution. In[4] Chanas and Kasperski have proposed
the indices of possible and necessary optimality of a given feasible sequence under uncertainty. In this
approach, the notion of “optimal” becomes imprecise and the degree of optimality of a given sequence
can be characterized by a number from the interval[0,1]. A lot of results on the fuzzy scheduling and
sequencing can also be found in[2].

In this paper we propose an approach to sequencing, which is based on the possibility theory. For each
unknown parameter in the problem there is given a possibility distribution which expresses the uncertain
knowledge about this parameter. The interpretation of the possibility distribution and some methods of
obtaining it from the possessed knowledge are presented in detail in[6]. In order to calculate the optimal
solution the indices proposed by Dubois and Prade[6] are applied. This paper is an extension of results
presented in[3]. Some results obtained in[3] are recalled and some new problems are investigated. The
main goal of this paper is to explore the computational complexity of all defined problems.

2. Basic notions of the possibility theory

In this section we recall some basic notions of the possibility theory, which will be used in the next part
of the paper. LetXbe a single-valued variable, whose value is not precisely known.There is given a normal,
quasi concave and upper semicontinuos function�X : R→ [0,1] called thepossibility distributionfor
X. The value of�X(x) for x ∈ R denotes the possibility of an event thatX takes the value ofx, i.e.
�X(x) = Pos(X = x). The possibilistic variableX is called afuzzy number. A crisp numberu ∈ R can be
viewed as a special case of the fuzzy number with�u(u) = 1 and�u(x) = 0 forx �= u. We say that a fuzzy
numberX is nonnegativeif �X(x) = 0 for all x < 0. The interpretation of the possibility distribution and
some methods of obtaining it from the possessed knowledge about variableX are explained in detail in
[6].

A trapezoidal fuzzy numberis a special case of the fuzzy number, whose possibility distribution is
defined as follows (see also Fig.1):

�X(x) =




1 for x ∈ [x, x],
1− x−x

� for x ∈ [x − �, x),

1− x−x
� for x ∈ (x, x + �],

0 for x ∈ (−∞, x − �) ∪ (x + �, ∞).

Each trapezoidal fuzzy numberX can be described by a quadruple(x, x, �, �), wherex�x, � > 0,
� > 0. The support ofX, i.e. the set[x − �, x + �], is chosen so as to be sure that the value ofX will not
fall outside it. The core ofX, i.e. the set[x, x], includes the most plausible values ofX.
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Fig. 1. A trapezoidal fuzzy numberX = (x, x, �, �).

Consider two fuzzy numbersX andY with possibility distributions, respectively,�X and �Y . The
possibility distribution of the fuzzy numberZ = X + Y is defined by means of the Zadeh extension
principle as follows:

�Z(z) = sup
x∈R

min{�X(x), �Y (z− x)}.

If X = (x, x, �, �) andY = (y, y, �, �) are trapezoidal fuzzy numbers, thenZ = X + Y is also a
trapezoidal fuzzy number and

Z = X + Y = (x + y, x + y, �+ �, �+ �). (1)

Assume thatX andY are two fuzzy numbers. We are interested in comparingX to Y, i.e. we want to
characterize the possibility of the event that the value taken byX will be greater (or not less) than the
value taken byY. In [6,7] Dubois and Prade proposed the following indices (see also Fig.2):

Pos(X�Y ) = sup
x�y

min{�X(x), �Y (y)}, (2)

Pos(X > Y) = sup
x

inf
y�x

min{�X(x),1− �Y (y)}. (3)

It is easy to notice that the values of both indices belong to the interval[0,1].
Let

Nec(X > Y) = 1− Pos(Y �X). (4)

ThusNec(X > Y) characterizes the necessity of the event thatX will be greater thanY. It is easy to check
thatPos(X�Y )�Pos(X > Y)�Nec(X > Y) for all fuzzy numbersX andY (see[6]).

LetX = (x, x, �, �) andY = (y, y, �, �) be two trapezoidal fuzzy numbers. Then it holds[6]

Pos(X�Y ) = max

(
0,min

(
1,1+ x − y

�+ �

))
, (5)

Pos(X > Y) = max

(
0,min

(
1,

x − y + �

�+ �

))
, (6)

Nec(X > Y) = max

(
0,min

(
1,

x − y

�+ �

))
. (7)
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Fig. 2. The indicesPos(X > Y) andPos(X�Y ).

Let u ∈ R be a crisp number andY = (y, y, �, �) be a trapezoidal fuzzy number. Then we have

Pos(u�Y ) = max

(
0,min

(
1,1+ u− y

�

))
, (8)

Pos(u > Y) = Nec(u > Y) = max

(
0,min

(
1,

u− y

�

))
. (9)

Finally, assume thatu, v ∈ R are crisp numbers. Then, it is easy to check thatPos(u > v) =
Nec(u > v) = 1 if and only if u > v and 0 otherwise. Thus, both indices can be viewed as a gen-
eralization of the relation> to the fuzzy case.

We can also characterize the possibility of the event that the value taken byX will be equal to the value
taken byY. It can be done by means of the following index:

Pos(X = Y ) = min{Pos(X�Y ),Pos(Y �X)}. (10)

Let

Nec(X �= Y ) = 1− Pos(X = Y ). (11)

Thus indexNec(X �= Y ) characterizes the necessity of the event that the values taken byX andY will
be different. IndexNec(X �= Y ) can be easily calculated ifX andY are trapezoidal fuzzy numbers (see
formulae (5), (10) and (11)). The following property holds:

Property 1. LetX = (x, x, �, �) andY = (y, y, � �) be two trapezoidal fuzzy numbers. Then Nec(X �=
Y )�0 if and only if[x, x] ∩ [y, y] �= ∅.

Proof. Assume that[x, x] ∩ [y, y] �= ∅. Thenx�y andy�x, which impliesPos(X�Y ) = 1 and
Pos(Y �X) = 1 (see formula (5)). From definition ofNec(X �= Y ) (see (10) and (11)) we get that
Nec(X �= Y ) = 0.

Assume now thatNec(X �= Y )�0. Then, from (11) we getPos(X�Y )�1 andPos(Y �X)�1. From
(5) we get thatx�y andy�x, which implies[x, x] ∩ [y, y] �= ∅. �
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3. Formulation of the sequencing problems

We are given a set of jobsJ = {1, . . . , n} to be processed on a single machine. All the jobs are ready
for processing at time 0. Pre-emption of the jobs and idle machine times are not allowed. Each schedule
is represented by a sequence (permutation) of jobs� = (�(1), . . . , �(n)), �(i) ∈ J , i = 1, . . . , n. There
may be given some precedence constraints between jobs: ifi → j , i, j ∈ J , then jobi must appear before
job j in eachfeasiblesequence� (job j is called asuccessorof job i). We will denote by� the set of all
the feasible sequences. For each jobi ∈ J there are given: a processing timePi , a due dateDi and a
weightwi . It is assumed that the processing times and the due dates are nonnegative fuzzy numbers and
all the weights are positive, crisp numbers. The due date of jobi ∈ J expresses the desired completion
time of job i and the weight expresses the importance of jobi. LetCi(�), i ∈ J , denote the completion
time of theith job in a given sequence�. If i = �(k), k = 1, . . . , n, thenCi(�) =∑k

j=1P�(j). Note that
completion timeCi(�), i ∈ J , is a fuzzy number, whose membership function expresses the possibility
distribution for the completion time of theith job. Consider the following sequencing problems:

PS1: min
�∈� max

i∈J {wiPos(Ci(�) > Di)},
PS2: min

�∈� max
i∈J {wiNec(Ci(�) > Di)},

PS3: min
�∈�

∑
i∈J

wiPos(Ci(�) > Di),

PS4: min
�∈�

∑
i∈J

wiNec(Ci(�) > Di).

For a given jobi ∈ J , the value ofPos(Ci(�) > Di) denotes the possibility of a tardy completion,
i.e. the possibility of the event that the completion time ofi will exceed the due dateDi . Similarly, the
value ofNec(Ci(�) > Di) denotes the necessity of a tardy completion. In problems PS1 and PS2 the
greatest weighted possibility (necessity) of tardy completion is minimized, while in problems PS3 and
PS4 the sum of weighted possibilities (necessities) of tardy completions is minimized. Consider now the
following sequencing problem:

PS5: min
�∈� max

i∈J {wiNec(Ci(�) �= Di)}.

Problem PS5 is different from problems PS1–PS4. In PS5 all the jobs should be completed as close to
their due dates as possible and the greatest weighted necessity of both tardy and early completion is
minimized. Thus problem PS5 belongs to the class ofjust in timesequencing problems.

Let us illustrate problems PS1–PS5 in a simple example. Assume thatJ = {1,2,3} with 1→ 2, thus
J consists of three jobs and job 1 must precede job 2 in every feasible sequence. The set� consists of
three feasible sequences, that is� = {(1,2,3), (1,3,2), (3,1,2)}. The processing times and the due
dates are given as trapezoidal fuzzy numbers:P1 = (2,2,1,4), P2 = (4,5,3,3), P3 = (5,6,2,5),
D1 = (6,6,5,3), D2 = (8,8,2,3), D3 = (5,7,2,2). Weights are given as positive crisp numbers:
w1 = 2, w2 = 1, w3 = 3. Consider the feasible sequence� = (1,2,3). The completion times of all
the jobs in� can be calculated by means of formula (1), thusC1(�) = (2,2,1,4), C2(�) = (6,7,4,7),
C3(�) = (11,13,6,12). The corresponding values of the indices for� are presented in Table1. Using the
values presented in Table1 it is easy to evaluate the sequence� for all of problems PS1–PS5. In the same
way the other feasible sequences, that is(1,3,2) and(3,1,2), can be evaluated. One can easily verify
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Table 1
The values of the indices for� = (1,2,3)

i Pos(Ci(�) > Di) Nec(Ci(�) > Di) Nec(Ci(�) �= Di)

1 0 0 0.44
2 0.6 0 0.11
3 1 0.5 0.5

that sequence(1,2,3) is optimal to PS3, sequence(1,3,2) is optimal to PS4 and sequence(3,1,2) is
optimal to PS1, PS2 and PS5.

The aim of this paper is to explore the computational complexity of problems PS1–PS5. In the next
sections we will show that PS1 and PS2 can be solved in polynomial time, while PS3, PS4 and PS5 are
NP-hard even if all the weights are equal to 1 and there are no precedence constraints between jobs.

4. A polynomial algorithm for problems PS1 and PS2

An algorithm for solving PS1 and PS2 was constructed in[3], so in this paper we only recall its for-
mulation. In order to simplify calculations we assume thatPi = (p

i
, pi, �i , �i) andDi = (di, di, �i , �i),

i ∈ J , are nonnegative trapezoidal fuzzy numbers. Then, the algorithm for solving problem PS1 is
presented in the form of Algorithm1.

Algorithm 1. The algorithm for solving PS1
Require: n, (Pi)

n
i=1, (Di)

n
i=1, prec

Ensure: �
1. S← {1, ..., n}
2. for k← n downto 1 do
3. T ←

(∑
i∈Spi

,
∑

i∈Spi,
∑

i∈S�i ,
∑

i∈S�i

)
4. Find j ∈ Swhich has no successor inSand has a minimal valuewjPos(T > Dj)

5. �(k)← j

6. S← S\ {j}
7. end for
8. return �

Note thatAlgorithm1is very similar to the well-known Lawlers’algorithm, which is used for solving the
classical sequencing Problem 1|prec|fmax with nondecreasing cost functions (see[1,12]). Algorithm 1
can be viewed as a generalization of Lawlers’ algorithm to the fuzzy case. In line 3 of Algorithm1, the
fuzzy numberT is a sum of the processing times of all jobs belonging toS. Since all the processing times
are trapezoidal fuzzy numbers,T is also a trapezoidal fuzzy number and its value can be calculated by
means of formula (1). In line 4 the value ofPos(T > Dj), j ∈ J , can be calculated by means of formula
(6). The computational complexity of Algorithm1 is O(n2). Algorithm1 can be easily transformed to the
algorithm for solving problem PS2. It is enough to replace expressionwjPos(T > Dj) in line 4 with
expressionwjNec(T > Dj). The value ofNec(T > Dj), j ∈ J , can be calculated by means of formula
(7). Thus, both problems PS1 and PS2 can be solved in O(n2) time.
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5. The complexity of problems PS3 and PS4

In this section we explore the computational complexity of problems PS3 and PS4. We will show that
these problems are much more hard to solve than problems PS1 and PS2 presented in the previous section.
Consider first the special cases of PS3 and PS4, in which all the processing times and all the due dates
are crisp numbers. Then, it is easy to observe that the completion times of all the jobs in a given sequence
� are also crisp numbers and for each jobi ∈ J it holds

Pos(Ci(�) > Di) = Nec(Ci(�) > Di) = Ui(�) =
{

1 if Ci(�) > Di,

0 if Ci(�)�Di.
(12)

From (12) it follows that:

∑
i∈J

wiPos(Ci(�) > Di) =
∑
i∈J

wiNec(Ci(�) > Di) =
∑
i∈J

wiUi(�). (13)

Note that (13) is a weighted number of late jobs in� so, if all the parameters are crisp numbers, then
both problems PS3 and PS4 are equivalent to the classical sequencing problem 1|prec|∑wiUi . Since
problem 1|prec|∑wiUi is stronglyNP-hard[1] it follows that the more general problems PS3 and
PS4 are also stronglyNP-hard. Moreover, problems 1|prec|∑Ui and 1||∑wiUi are alsoNP-hard
[1], so PS3 and PS4 remainNP-hard even if there are no precedence constraints between jobs or all the
weights are equal to 1. But, if we assume that there are no precedence constraints and all the weights are
equal to 1 in problem 1|prec|∑wiUi , then we get problem 1||∑Ui , which can be solved in O(n logn)
time by Moor’s algorithm[14]. Thus, it is interesting to explore the complexity of the generalization of
1||∑Ui . Let PS3′ and PS4′ be the special cases of problems PS3 and PS4, respectively, in which there
are no precedence constraints (i.e.prec = ∅) and all the weights are equal to 1 (i.e.wi = 1, i ∈ J ). Note
that PS3′ and PS4′ can be solved in polynomial time if all the parameters are crisp numbers since, in this
case, they are equivalent to 1||∑Ui . The following theorem holds:

Theorem 1. Problem PS3′ is NP-hard even if all the processing times are crisp numbers.

Proof. We show that the classical,NP-hard sequencing problem 1||∑ Ti is polynomially reducible to
PS3′. Let us recall that an instance of 1||∑ Ti consists a set of jobsJ = {1, . . . , n}, positive processing
timespi and positive due datesdi given for all jobsi ∈ J . It is assumed that there are no precedence
constraints between jobs. LetTi(�) = max(0, Ci(�) − di) denote the tardiness of jobi ∈ J in a given
sequence�. The objective is to calculate a sequence� for which the value of

∑
i∈J Ti(�) is minimal.

Problem 1||∑ Ti is NP-hard in the ordinary sense[5]. Let I = (n, (pi)
n
i=1, (di)

n
i=1) be a given instance

of 1||∑ Ti . Let us defineK = ∑n
i=1pi . The corresponding instanceI ′ of problem PS3′ is constructed

as follows:
• J = {1, . . . , n},
• Pi = pi , i = 1, . . . , n,
• Di = (di, di,1,K), i = 1, . . . , n.
Let � be a given sequence of jobs. Since all the processing timesPi , i = 1, . . . , n, are crisp numbers it
follows that all the completion timesCi(�), i = 1, . . . , n, are also crisp numbers. For each jobi ∈ J it
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holds (see formula (9))

Pos(Ci(�) > Di) = max

(
0,min

(
1,

Ci(�)− di

K

))
. (14)

SinceCi(�)�K anddi > 0, it holds(Ci(�)− di)/K < 1 and we can rewrite (14) as follows:

Pos(Ci(�) > Di) = max

(
0,

Ci(�)− di

K

)
= 1

K
max(0, Ci(�)− di).

It holds
n∑

i=1

Pos(Ci(�) > Di) = 1

K

n∑
i=1

max(0, Ci(�)− di) = 1

K

n∑
i=1

Ti(�). (15)

Equality (15) implies that the optimal solution to 1||∑ Ti for instanceI is the same as the optimal solution
to PS3′ for instanceI ′ (note thatK is a constant, whose value does not depend on the solution). It is clear
that instanceI ′ can be obtained fromI in polynomial time. This means that having a polynomial algorithm
for problem PS3′ we would be able to solve theNP-hard problem 1||∑ Ti in polynomial time. This
means that problem PS3′ is NP-hard. �

Theorem 2. Problem PS4′ is NP-hard even if all the processing times are crisp numbers.

Proof. If all the processing times are crisp numbers, then from (9) we get Pos(Ci(�) > Di) =
Nec(Ci(�) > Di), i ∈ J , so problem PS4′ is equivalent to PS3′ in this case. This means that prob-
lem PS4′ is alsoNP-hard. �

6. The complexity of problem PS5

In this section we will prove that problem PS5 isNP-hard. Let us start by observing that PS5 is
a min–max problem so it is similar to problems PS1 and PS2 considered in Section 4. Despite this
similarity, problem PS5 cannot be solved by means of Algorithm1. The reason is as follows: ifA is a
nonnegative fuzzy number then the value ofNec(Ci(�) + A �= Di), i ∈ J , can be less than the value
of Nec(Ci(�) �= Di). In other words, increasing the completion time of a job by a nonnegative fuzzy
numberA may result in decreasing of the value of the cost function. If such a situation may take place,
then Algorithm1 cannot be used (see[3]).

Consider a special case of problem PS5 in which there are no precedence constraints between jobs and
all the weights are equal to 1. Let us denote such a problem by PS5′.

Theorem 3. Problem PS5′ is NP-hard.

Proof. We shall prove theNP-hardness of PS5′ by a reduction from the following problem:

PARTITION

Instance: CollectionA = (a1, . . . , an) of positive integers.
Question: Is there a subsetQ ⊂ {1, . . . , n} such that

∑
i∈Q ai = 1

2

∑n
i=1 ai?
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PARTITION is known to beNP-complete in the ordinary sense[8]. We give a polynomial time reduction
from this problem to PS5′ such that a proper subsetQ exists if and only if there exists a sequence with the
cost less or equal to 0. LetA = (a1, . . . , an)be a given instance of PARTITION. Let us defineS = 1

2

∑n
i=1 ai .

The corresponding instance of PS5′ is constructed as follows:
• J = {1, . . . , n, n+ 1},
• Pi = (ai, ai,1,1), i = 1, . . . , n,
• Pn+1 = (an+1, an+1,1,1) = (1,1,1,1),
• Di = (1,2S + 1,1,1), i = 1, . . . , n,
• Dn+1 = (S + 1, S + 1,1,1).
Note that all the parametersPi , Di , i = 1, . . . , n+ 1, are nonnegative, trapezoidal fuzzy numbers. Let�
be a given sequence of jobs. Let us denote by�i , i ∈ J , the set of all the jobs processed before jobi in
the sequence�. Using formula (1) we obtain

Ci(�) =

∑

j∈�i
aj + ai,

∑
j∈�i

aj + ai, |�i | + 1, |�i | + 1


 , i = 1, . . . , n+ 1,

where|�i | denotes the number of jobs processed before jobi in �. It is easy to notice that for each job
i = 1, . . . , n it holds

∑
j∈�i

aj + ai,
∑
j∈�i

aj + ai


 ∩ [1,2S + 1] �= ∅. (16)

Thus, from Property 1 we conclude that for each sequence� it holds

Nec(Ci(�) �= Di)�0, i = 1, . . . , n. (17)

Consider now jobn+ 1. From Property 1 and equalityPn+1 = (1,1,1,1) we obtain

Nec(Cn+1(�) �= Dn+1)�0⇔

 ∑
j∈�n+1

aj + 1,
∑

j∈�n+1

aj + 1


 ∩ [S + 1, S + 1] �= ∅,

which is equivalent to the following condition:

Nec(Cn+1(�) �= Dn+1)�0⇔
∑

j∈�n+1

aj = S. (18)

From (17) and (18) we conclude that

F(�) = max
i∈J {Nec(Ci(�) �= Di)}�0⇔

∑
j∈�n+1

aj = S. (19)

Now we shall prove that the answer to PARTITION is yes if and only if there exists sequence� such that
F(�)�0.

Assume that the answer to PARTITION is yes, i.e. there exists a subsetQ such that
∑

i∈Q ai = S. Let
� denote any permutation of the setQ and	 any permutation of the set{1, . . . , n} \ Q. Consider the
sequence� = (�, n+ 1, 	). It holds

∑
j∈�n+1 aj = S, so from (19), we conclude thatF(�)�0.
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Assume that there exists a sequence� such thatF(�)�0. Consider jobn + 1 processed in�. From
(19) it follows that

∑
j∈�n+1 aj = S. LetQ = �n+1, i.e.Q contains all the jobs processed beforen+ 1 in

�. It is clear thatQ is the subset of{1, . . . , n} for which the partition holds and the answer to PARTITION

is yes. �

From Theorem3 we get at once that the more general problem PS5 isNP-hard.

7. Conclusions

In this paper a possibilistic approach to sequencing problems with fuzzy parameters is proposed.
In this approach for each parameter, whose value is not precisely known, a possibility distribution is
given. In order to evaluate the solutions the indices proposed by Dubois and Prade are applied. Five,
different problems are formulated and the computational complexity of all of them is explored. It turns
out that two problems can be solved in polynomial time, while the remaining three problems areNP-hard,
even in some restrictive cases. For theNP-hard problems PS3–PS5 some heuristics or approximation
algorithms should be constructed.
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