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Abstract
Networked control systems (NCS) are feedback systems closed through data networks. NCS have many advantages compared with traditional

systems; however, the network-induced delay and other characteristics of data networks may degrade the performance of feedback systems

designed without taking the network into account. Supported by the National Nature Science Foundation of China, we studied the fault diagnosis

and fault-tolerant control theory for NCS in recent years. This paper summarizes our main ideas and results on fault diagnosis of NCS, including the

fundamentals of fault diagnosis for NCS with information-scheduling, fault diagnosis approaches based on the simplified time-delay system

models, and the quasi T–S fuzzy model and fault diagnosis for linear and nonlinear NCS with long delay.
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1. Introduction

Motivated by the fast advance of network technology and the

accelerating technological convergence of communications,

control and computing, research in and applications of

networked control systems (NCS) have become increasingly

popular. Generally speaking, NCS are comprised of a large

amount of actuators, sensors and controllers which are all

equipped with network interfaces, and are equal nodes of the

network. All the signals, including real-time sensing, controller

outputs, command, coordination, and supervision signals are

transmitted through shared computer networks. The system

elements of NCS are typically distributed over a wide area and

are connected by wired or wireless, band-limited and possibly

noisy communication channels. For some NCS, although there

is no geographical separation between the elements, still all

elements are connected via a shared communication channel

that is being used along with other users in the same local area.

Networked control systems are not new in industry. They are

becoming very popular today; more and more control systems

are operating over a network. Usually, NCS in industry utilizes
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networks with specialized protocols, such as CAN for

automotive and industrial automation, Fieldbus for process

control, and so on (Lian, Moyne, & Tilbury, 2001).

Industrial control is only one application domain where

networked real-time systems are becoming increasingly

important. New applications of NCS are coming forth

continuously, such as remote control over the Internet, ad

hoc networks of autonomous mobile agents (for example,

unmanned ground and air vehicles and clusters of satellites),

mobile sensor networks, and arrays of micro-devices (Antsaklis

& Baillieul, 2004a). These complicated systems are supposed

to work through a shared data network, wireless network, or

even the Internet.

Computer networks have been used for control systems for

quite a long time, the first DCS (distributed control system),

TDC2000, was developed by Honeywell in 1975, that is about

30 years ago. A networked control system is also a distributed

control system itself, but NCS are totally different from these

traditional DCS. DCS generally consists of process stations,

operator stations and various auxiliary stations for process

control, supervision, data logging and process optimization.

But in these systems, all these modules are only loosely

connected through some network, and most of the real-time

control tasks are carried out within the individual process

stations. Only on/off signals, monitoring and alarm information
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and the likes are transmitted on the network. Especially, the

feedback loops are not closed through the network. In contrast

to DCS, all components of a networked control system are

connected to a shared computer network, and work together

closely to perform control tasks, and feedback loops are closed

through the network. Fig. 1 shows a typical feedback loop in

NCS.

New and interesting challenges arise when feedback loops

are closed via networks. The network itself is a dynamical

system that exhibits characteristics which traditionally have not

been taken into account in control system design. For example,

the network-induced delay, packet dropout, asynchronous clock

among network nodes and other characteristics of networks

could degrade the performance of closed-loop systems and even

destabilize them. Although NCS is not new to industry,

theoretical research on NCS is still new to the academic control

community. We have many new opportunities in this exciting

field. As pointed by the Report of the Panel on Future

Directions in Control, Dynamics and Systems, entitled

‘‘Control in an Information Rich World’’, it is necessary to

develop theory and practice for control systems that operate in a

distributed, asynchronous, and packet-based environment

(Murray, Astrom, Boyd, Brockett, & Stein, 2003). Research

on NCS has received increasing attention in recent years, and

hundreds of papers came forth in journals and conferences,

which deal with the modelling, design and analysis of NCS

(Antsaklis & Baillieul, 2004b; Bushnell, 2001; Li & Fang,

2006a, 2006b; Ma & Fang, 2005a, 2005b, 2006a; Nilsson,

1998; Tipsuwan & Chow, 2003).

Fault diagnosis (FD) and fault-tolerant control (FTC) are

very important issues for practical control systems, particularly

in safety-critical systems. The rapid growth of applications of

NCS in industry and military domains has created a demand to

develop new fault diagnosis and fault-tolerant control theory for

these kinds of large-scale distributed control systems. The

theory and practice of fault diagnosis and fault-tolerant control

for NCS are different from the ones for traditional control

systems in many aspects. For example, (1) it is apparent that

network-induced delay, packet dropout and other character-

istics of networks could influence the performance of a fault

diagnosis system designed without taking them into account;

(2) usually, data networks are very robust to unpredicted

changes in topology such as loss of a node or a link, and far

more reliable than other control system components. This is in
Fig. 1. Typical feedback loop in NCS.
contrast with traditional control systems, which are usually

only as reliable as their weakest link; (3) with good architecture

and protocol design, the networked swarm of smart sensors and

actuators could be very robust to component failure. In this

system, sensors and controllers asynchronously send and

process packets. Communication links can break. Sensors and

actuators can become unavailable. New sensors, actuators, and

processors can be added to the system automatically. As long as

there are enough sensors and actuators available, and enough

packets are received, the system will still work. The fault-

tolerant ability of such systems is of course very strong (Murray

et al., 2003). The designer of fault diagnosis and fault-tolerant

control for such systems should take all these network-induced

characteristics and limitations into account.

Supported by the National Nature Science Foundation of

China, we studied the fault diagnosis and fault-tolerant control

theory for NCS in recent years. In this work, we mainly focused

on NCS as depicted in Fig. 1, which is a typical feedback loop

in NCS; it consists of a plant, sensors, actuators, and controller,

as in a traditional control system, however, the sensor data

packets reach the controller, and the control data packets arrive

at the actuators via data network. In such a setting, the network

load and the limited communication bandwidth could cause

random time delays, packet dropout and other issues.

Our work included modelling, analysis, fault detection and

fault-tolerant control of NCS with information scheduling and

network-induced delay. This paper summarizes our main ideas

and results on the fault diagnosis theory part of this research;

the fault-tolerant control part (Huo, 2006) and many important

contributions from other authors (for instance, Patton,

Kambhampati, Casavola, & Franze, 2006) are not included

here.

We group the results into three categories: fault diagnosis for

NCS with information scheduling, fault diagnosis for NCS with

network-induced delay, and the modelling and fault diagnosis

for NCS with long delay time.

NCS with information scheduling have far more potential to

efficiently use the communication capacity and reduce the

network-induced delay. The NCS with information scheduling

was modelled as a periodic discrete-time system; this way

many basic ideas of existing fault diagnosis approaches could

be extended to these cases by taking the periodic property into

account.

With a different assumption, the NCS was modelled as a

simplified delay system; then many existing methods, such as

state observer, filtering algorithms, etc., developed originally

for ordinary time-delay systems could be used for or extended

to fault diagnosis of NCS. Further, new algorithms dedicated to

NCS have been presented based on these models.

For linear and nonlinear NCS with long random delay time,

the so called quasi T–S fuzzy models were presented; based on

these models many existing fault diagnosis and fault-tolerant

control approaches could be extended to linear or nonlinear

NCS with long random delay time.

This paper is organized as follows. The main ideas of fault

detection for NCS with information scheduling are summarized

in Section 2. Then the summary for fault diagnosis of NCS with
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network-induced delay and quasi T–S model based fault

detection for linear and nonlinear-networked control systems

with long random delay time are presented in Sections 3 and 4

respectively. Finally, some further research topics and

concluding remark are drawn in Section 5.

2. Fault diagnosis for NCS with information scheduling

Network congestion, which is the main reason causing time

delay, could be reduced or even avoided by decreasing the

number of information packets transmitted over networks.

NCS with information scheduling will have the potential to

efficiently use the communication capacity, reduce the

network-induced delay and improve the performance of

control systems. For instance, the states of a large-scale

control system can be grouped into subsystems, then share the

communication resource periodically. In another situation, for

a MIMO system which is controlled by a digital controller, the

controller does not simultaneous access all inputs and outputs

of the controlled plant, but takes turns to send one group of the

inputs to and receive one group of the measurements from the

plant periodically. The packets from sensors and controllers

are transmitted sequentially in a predetermined order. The

performance of such kinds of systems is affected by the

scheduling strategy; the stability issues have been discussed in

literature (Xie & Fang, 2004; Xie, Fang, & Wang, 2004, Xie,

Ji, Pan, & Fang, 2005). The theory of mode-based fault

detection for NCS with information scheduling has been

investigated; the main ideas are summarized below (Xie,

2004).

A networked control system with information scheduling is

depicted in Fig. 2.

Here G is the continuous-time plant of NCS, Si and Hi are

ideal sampler and hold, respectively, and Sc represents the

information scheduling scheme. ȳk, ūk, yk and uk are the

sampled signals of the plant output (sensor signal), plant input,

controller input, and controller output (control signal),

respectively. They are all discrete-time signals.

The state variable equation of plant G is given by

ẋðtÞ ¼ AxðtÞ þ BūðtÞ þ BddðtÞ þ Bf f aðtÞ;
ȳðtÞ ¼ CxðtÞ þ DddðtÞ þ Df f sðtÞ

where x(t) 2 Rn, ūðtÞ 2Rnu , ȳðtÞ 2Rny are state variables,

control signal and output signal; d(t) 2 Rd, f aðtÞ 2R f a ,

f sðtÞ 2R f s are external disturbances and fault signals,
Fig. 2. NCS with information-scheduling.
respectively. The corresponding discrete-time system Gd with

sampling period h is

xðk þ 1Þ ¼ ĀxðkÞ þ B̄ūðkÞ þ B̄ddðkÞ þ B̄f f aðkÞ;
ȳðkÞ ¼ C̄xðkÞ þ D̄ddðkÞ þ D̄f f sðkÞ

where Ā ¼ eAh, B̄ ¼
R h

0
eAsB ds, B̄d ¼

R h

0
eAsBd ds,

B̄f ¼
R h

0
eAsBf ds, C̄ ¼ C, D̄d ¼ Dd, D̄f ¼ Df .

The information-scheduling scheme Sc can also be

described by state variable equations

x̄ðk þ 1Þ ¼ ¯̄A jx̄ðkÞ þ ¯̄B1 jȳðkÞ þ ¯̄B2 juðkÞ;
ūðkÞ ¼ ¯̄C1 jx̄ðkÞ þ ¯̄D11 jȳðkÞ þ ¯̄D12 juðkÞ;
yðkÞ ¼ ¯̄C2 jx̄ðkÞ þ ¯̄D21 jȳðkÞ þ ¯̄D22 juðkÞ

where j is the step number of information-scheduling j 2 {1, 2,

. . ., N}; N is the period of information scheduling; ¯̄A j,
¯̄B1 j,

¯̄B2 j,
¯̄C1 j,

¯̄C2 j,
¯̄D11 j,

¯̄D12 j,
¯̄D21 j,

¯̄D22 j are all constant matrices

determined by the information-scheduling scheme. A very

simple example of information-scheduling is the switching

scheduling scheme, that is, the signals of sensors and control-

lers are transferred through the network alternatively:

yðkÞ ¼
ȳðkÞ k is even

ȳðk � 1Þ k is odd

�
;

ūðkÞ ¼
uðk � 1Þ k is even

uðkÞ k is odd

�

where j 2 {1, 2}, scheduling period N = 2. For a SISO system

G, we have the following
� w
hen k is even: ¯̄Ak ¼ 0, ¯̄C1k ¼ 1, ¯̄C2k ¼ 0, ¯̄B1k ¼ 1, ¯̄B2k ¼ 0,
¯̄D12k ¼ 0, ¯̄D21k ¼ 1, ¯̄D11k ¼ ¯̄D22k ¼ 0;
� w
hen k is odd: ¯̄Ak ¼ 0, ¯̄C1k ¼ 0, ¯̄C2k ¼ 1, ¯̄B1k ¼ 0, ¯̄B2k ¼ 1,
¯̄D12k ¼ 1, ¯̄D21k ¼ 0, ¯̄D11k ¼ ¯̄D22k ¼ 0.

The combination of G and Sc brings us the full system model

G_Sc of NCS:

Xðk þ 1Þ ¼ ÃkXðkÞ þ B̃kuðkÞ þ B̃dkdðkÞ þ B̃fk f aðkÞ;
yðkÞ ¼ C̃kXðkÞ þ D̃dkdðkÞ þ D̃fk f sðkÞ (1)

where

XðkÞ ¼
xðkÞ
x̄ðkÞ

� �
; Ãk ¼

Ā B̄ ¯̄C1k

¯̄B1kC̄ ¯̄Ak

" #
;

B̃k ¼
B̄ ¯̄D12k

¯̄B2k

" #
; B̃dk ¼

B̄d

¯̄B1kD̄d

� �
;

B̃fk ¼
B̄f

¯̄B1kD̄f

� �
; C̃k ¼ ½ ¯̄D21kC̄ ¯̄C2k �;

D̃dk ¼ ¯̄D21kD̄d; D̃fk ¼ ¯̄D21kD̄f

This combined system G_Sc is a periodic time varying

discrete-time system with the period being equal to the number

of steps of information-scheduling.
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Utilizing the combined system model, the model-based fault

diagnosis systems could be developed. Fig. 3 shows the outline

of the design procedure.

The model of system G plus the model of the scheduling

scheme Sc provide a full system model which is a periodic time

varying system. Based on this model, we have two choices to

develop fault diagnosis systems.
� T
he first approach is to develop periodic time varying residual

generators for NCS. For example, a series of observers can be

designed for each subsystem, and then a periodic time

varying observer is constructed by combining all these sub-

observers, and this observer will be an asymptotic observer

under some assumptions; then an observer-based fault

detection system can be implemented in the traditional way.
� I
Fig. 4. Design outline of FD based on time-delay system models.
n another approach, the full periodic time varying system

model (1) is transformed into a time-invariant system by state

variable augmentation, and then we can directly utilize the

existing model-based fault diagnosis and fault-tolerant

control theory for NCS with information-scheduling.

The residual generators designed with these two approaches

have different benefits, the periodic one is more complicated

than the time-invariant one, but the time-invariant one has

higher dimension (Xie, 2004; Fang, Fang, & Yang, 2006).

3. Fault diagnosis for NCS with network-induced delay

Network-induced delay is the key issue in the investigation

of NCS. Fig. 1 depicts a typical feedback loop in NCS. There

are two delays, sensor to controller delay and controller to

actuator delay. These two delays can be combined together

when the controller is linear and time-invariant. It is evident

that the network-induced delay in NCS could influence the

performance of traditional fault diagnosis systems. For

example, it is shown in Ye and Ding (2004) and Ye, He,

Liu, and Wang (2006), that the network-induced delay will

prevent a traditional observer based fault detection system from
satisfying the essential requirement of a qualified residual

generator, i.e., with the delay, the residual signal of a traditional

residual generator will not be able to be decoupled from the

control input any longer.

In this section, we will model NCS as classes of simplified

delay systems and then attack the fault diagnosis problem for

NCS with time delay in three ways, i.e. extending or directly

using the existing state estimation and observer theory of

time delay systems to develop a dedicated fault diagnosis

method for NCS (Section 3.1), developing fault diagnosis

methods witch are robust to an unknown item produced by

network-induced random delay (Sections 3.2 and 3.3), and

directly utilizing the fault diagnosis theory of delay systems

(Section 3.4).

3.1. Approaches based on existing state estimation and

observer theory for time-delay systems

Based on various assumptions, the NCS can be modelled as

simplified time-delay systems (Ray & Halevi, 1988; Zhang,

2001, Zhang, Branicky, & Phillips, 2001; Zheng, Fang, Wang,

& Xie, 2003). Many existing observer, filtering and state

estimation methods developed originally for time-delay

systems could be utilized or extended to formulate fault

diagnosis algorithms for NCS. Fig. 4 is the outline of this design

procedure.

Modelling NCS as a simplified time-delay system and

selecting some suitable state estimation or observer method

developed originally for time-delay systems, a residual

generator for NCS can be obtained with the usual way for

traditional systems.

For example, as shown in Fig. 1, the time delays tsc and tca

are random variables. If the controller node is clock-driven,

then at sample instant kh the packet arriving at the controller/

actuator and its sequence will not be determined, so that it is

difficult to get the distinct state model of the NCS. In order to

overcome this difficulty, event-driven mode (Branicky, Phillips,

& Zhang, 2000) for the controller node can be utilized; once the

sensor’s packet arrives at the controller, the controller starts

immediately and computes the control signals and sends them

to the actuators. To eliminate data loss and keep the packet’s

sequence, the transmission buffers are set up, the lengths of

which are longer than the maximum delay time. In this way, the
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integrity and sequence of the information transmission is

guaranteed. Then the discrete state model of the system with

network-induced delay can be described as

xðk þ 1Þ
¼ ĀxðkÞ þ B̄0uðk � lÞ þ B̄1uðk � lþ 1Þ þ B̄ddðkÞ þ B̄f f aðkÞ;

yðkÞ ¼ C̄xðkÞ þ f sðkÞ (2)

This is a familiar discrete-time system with input time delays. A

reduced-order memoryless state observer with a g-stability

margin for linear discrete-time systems with multiple delays

in both the state and the control variable was presented by Trinh

and Aldeen (1997). Utilizing this state observer, an observer-

based fault detection method was suggested for system (2) by

comparing the output of the observer with the actual output of

the practical system (Zheng, Fang, Wang, & Xie, 2003). The

residual function for this approach is

rðzÞ ¼ QC̄P�1B̄ddðzÞ þ QC̄P�1B̄f f aðzÞ

þ ½Q� QC̄P�1ðzIn � ĀÞVðzIr �LrÞ�1L� f sðzÞ

where

P ¼ ðzIn � ĀÞ½In þ VðzIr �LrÞ�1LC̄�

To remove the effect of the disturbance, it is required that

QC̄P�1B̄d ¼ 0

Simulation results demonstrating the feasibility of this

approach can be found in Zheng (2003) and Zheng, Fang,

Wang, and Xie (2003).

This observer-based fault detection approach for NCS is

only serving as a typical example. With different assumptions

and simplified models of NCS, many existing observer,

filtering and state estimation methods developed originally for

time-delay systems can be utilized or extended to formulate

fault diagnosis algorithms for NCS, such as the results

presented in Huo and Fang (2005a, 2005b), Xie, Ji, & Fang

(2005), Zheng, Fang, Wang, and Li (2003), Zheng, Fang, Xie,

and Wang (2003), Zheng, Fang, Xie, and Cao (2003), Zheng,

Fang, and Wang (2004a), and Zheng, Hu, Fang, and Wang

(2005).

3.2. Approaches based on low-pass post-filtering

Suppose that the network-induced delay of an NCS is

random and unknown, and is smaller than the sampling period,

then the plant model of the NCS with unknown inputs d and

faults f can be described by the following discrete-time model

(Zhang, Branicky, et al., 2001):

xðkþ 1Þ ¼ ĀxðkÞ þ Ḡ 0uðkÞ þ Ḡ 1uðk� 1Þ þ B̄ddðkÞ þ B̄f f ðkÞ;
yðkÞ ¼ C̄xðkÞ

which can be further expressed as (Ye et al., 2006):

xðk þ 1Þ ¼ ĀxðkÞ þ B̄uðkÞ þ gðkÞ þ B̄ddðkÞ þ B̄f f ðkÞ (3)
where

gðkÞ ¼ �Ḡ 1Duk; Duk ¼ uðkÞ � uðk � 1Þ (4)

Eqs. (3) and (4) show that the unknown network-induced delay

tk has introduced an unknown item g(k) into the discrete-time

plant model. The fault diagnosis system should be robust to this

term.

If we use a traditional parity relation based residual

generator for NCS with network-induced delay then, as it

has been shown in Ye, Zhang, Ding, and Wang (2000), when the

parity vector has a low-pass frequency response, the fault

detection system will be robust to the term g, but when the

parity vector is high-pass or band-pass, then the term g, the

delay, may strongly degrade the performance of the fault

detection system. So, in order to reduce the influence of delay, a

natural thought is to add a low-pass post-filter to the residual

generator.

Recently, based on the study of the frequency domain

characteristics of the parity space approach (Ye et al., 2000;

Zhang, Ye, Ding, Wang, & Zhou, 2006), a new fault detection

approach using parity space and Stationary Wavelet Transform

(SWT) has been proposed (Ye, Wang, & Ding, 2004). This can

ensure good performance and low online computational effort

simultaneously by adding SWT filters to an ordinary parity

space based residual generator and considering both the parity

space based residual generator and the SWT filters in the

optimal design.

Although the motive for the work in Ye et al. (2004) was not

to deal with NCS, it has already provided an effective way for us

to design an optimal fault detection system consisting of an

observer based residual generator and SWT based post-filters.

So based on the main results in Ye et al. (2004), a method for

fault detection of NCS with random network-induced delay has

been introduced in Ye and Wang (2006), which can be regarded

as an application of the method of the former in fault detection

of NCS. The difference between the design procedures lies in

that the SWT based post-filter is forced to be low-pass in Ye and

Wang (2006), but could be located at any frequency in Ye et al.

(2004). The following are the main results of the low-pass

design.

Let

us;k ¼ ½ uTðk � sÞ uTðk � sþ 1Þ � � � uTðkÞ �T (5)

and define ys,k, ds,k, f s,k and gs,k as the vectors obtained by

replacing u in Eq. (5) with y, d, f and g, respectively. Let

Hu;s ¼

0 0 � � � 0

C̄B̄ 0 } ..
.

..

.
} } 0

C̄Ā
s�1

B̄ � � � C̄B̄ 0

2
66664

3
77775 (6)

and define Hd,s, Hf,s, Hg,s as the matrices obtained by replacing

B̄ in Eq. (6) with B̄d, B̄f and the identity matrix I, respectively.

Let

H0;s ¼ ½ C̄T
Ā

T
C̄

T � � � ðĀsÞTC̄
T �T
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Then a parity space and SWT based residual generator is

defined as the SWT of the output of a traditional parity space

based residual generator, i.e.

rs;k ¼ vsðys;k � Hu;sus;kÞ (7)

rWT
s;k ¼WTa

rs
ð jm; kÞ (8)

whose dynamics is governed by

rs;k ¼ vsðHd;sds;k þ Hf;s f s;k þ Hq;sgs;kÞ (9)

rWT
s;k ¼WTa

rs
ð jm; kÞ (10)

where vs is the parity vector to be designed which should be

selected from the parity space Ps defined by

Ps ¼ fvsjvsH0;s ¼ 0g, and WTa
rs
ð jm; kÞ denotes the approxima-

tion coefficients of the SWT of rs,k under scale jm, which can be

regarded as a kind of low-pass filtering of rs,k.

It can be proved that the dynamics (9) and (10) may be

written in the following explicit form (Ye et al., 2004)

rWT
s;k ¼ vsðHd;sN

d
l; jm

dsþiset;k þ Hf;sN
f
l; jm

f sþiset;k

þ Hq;sN
q
l; jm

qsþiset;kÞ

where Nd
l; jm

, Nf
l; jm

, Nq
l; jm

are known and constant matrices

determined by the SWT filter, whose definitions can be found

in Ye et al. (2004).

An optimal residual generator may not remain optimal when

an extra post-filter is added, so an integrated optimization of the

residual generator and the filter should be carried out. The

optimal parity vector vs is determined by this optimization

problem.

min
vs 2Ps

JWT
s ¼ min

vs 2Ps

vsHd;sN
d
l; jm
ðNd

l; jm
ÞTHT

d;sv
T
s

vsHf;sN
f
l; jm
ðNf

l; jm
ÞTHT

f;sv
T
s

(11)

It is similar to the traditional one, but Nd
l; jm

, Nf
l; jm

are determined

by the SWT filter, so this is an integrated optimization. Finally,

the residual signal can be calculated according to Eqs. (7)

and (8).

3.3. Approaches based on the structure matrix of g(k)

According to Eqs. (3) and (4), a key difference between g(k)

and the unknown input d(k) is that the structure matrix Ḡ 1 of

term g(k) is an unknown matrix, but the one for term d(k) is

assumed to be a known matrix. If we can transform the term

g(k) into (known part) � (unknown part) form, where the

known part can extract the known information (such as A, B,

Duk) from g(k) as much as possible, and the unknown part

includes the unknown information related to tk, then we can use

traditional robust fault detection approaches to design a residual

generator which is robust to the unknown part, thus also is

robust to the time-delay.

Since the role of the known part is similar to that of the

structure matrix B̄d for disturbance d(k), so we call the known

part as the structure matrix of term g(k). Several approaches to

do the transformation have been presented (Liu, Cheng, & Ye,
2005; Wang, Ye, & Wang, 2006, Wang, Ye, Cheng, & Wang,

2006; Ye & Ding, 2004; Ye et al., 2006).

3.3.1. Approach based on Taylor approximation

The method was proposed in Ye and Ding (2004), in which a

simpler NCS model is considered, i.e.

xðk þ 1Þ ¼ ĀxðkÞ þ B̄uðkÞ þ gðkÞ þ f ðkÞ; yðkÞ ¼ C̄xðkÞ
(12)

When the sampling period h is sufficiently small compared with

the system’s time constants, by using the Taylor approximation

of eAt, where A is the matrix in the continuous NCS model, i.e.

Ā ¼ eAh (Zhang, Branicky, et al., 2001), there is

gðkÞ � Ēt;ktk Ēt;k ¼ �BDuk (13)

So g(k) has been transformed into an approximate form whose

left part is a known structure vector Ēt;k and whose right part is

the unknown tk.

In Ye and Ding (2004), a time-varying parity space based

residual generator is defined as

rs;k ¼ vs;kðys;k � Hu;sus;kÞ

whose dynamics is governed by

rs;k ¼ vs;kðHt;s;kts;k þ Hf;s f s;kÞ

where vs;k 2Ps and

Ht;s;k ¼

0 0 � � � 0

C̄Ēt;k�s 0

C̄ĀĒt;k�s C̄Ēt;k�sþ1 0 ..
.

..

.
}

C̄Ā
s�1

Ēt;k�s C̄Ā
s�2

Ēt;k�sþ1 � � � C̄Ēt;k�1 0

2
666666664

3
777777775
;

ts;k ¼ ½ tk�s tk�sþ1 � � � tk �T (14)

and the other matrices have the same definitions as those in

Section 3.2, respectively.

To satisfy vs;k 2Ps and to decouple the residual signal from

the vector ts,k consisting of network-induced delays, the parity

vector is determined in each sampling period by solving

vs;kH0;s ¼ 0 and vs;kHt;s;k ¼ 0 (15)

The approach has good robustness to unknown network-

induced delay only when both h and tk are small enough. In

addition, since tk in Eq. (13) is a scalar, the existence condition

of vs;k in Eq. (15) is not difficult to satisfy in most cases.

3.3.2. Approach based on eigendecomposition and Padé

approximation

This approach was proposed in Wang, Ye, Cheng, et al.

(2006), in which the NCS model is also supposed to be

described by Eq. (12) and the matrix A in the continuous NCS

model is supposed to be diagonalizable.

Based on eigendecomposition and the first-order Padé

approximation of elit, where l1, . . . ln are the eigenvalues of A,
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it has been proved in Wang, Ye, Cheng, et al. (2006) that there is

gðkÞ � Ēt;ktk (16)

where the structure vector Ēt;k is defined as

Ēt;k ¼ �P diagðP�1BDukÞ
�

2þ l1h

2� l1h
. . .

2þ lnh

2� lnh

�t

in which P is obtained through the eigendecomposition of A,

i.e. A = PLP�1, and diag(P�1BDuk) denotes the diagonal

matrix which is composed of the elements of the vector

P�1BDuk.

Since Eq. (16) has the same form as Eq. (13), the residual

generator and its design is also as same as that in the approach

based on Taylor approximation. And again, since tk in Eq. (16)

is still a scalar, the full decoupling problem (15) does not need a

strong condition in most cases.

As demonstrated in Wang, Ye, Cheng, et al. (2006), since the

structure matrix of network-induced delay (i.e. Ēt;k) in Wang,

Ye, Cheng, et al. (2006) has a much better accuracy than that in

Ye and Ding (2004), the method in Wang, Ye, Cheng, et al.

(2006) is much more robust to unknown network-induced delay

than that in Ye and Ding (2004).

3.3.3. Approach based on Cayley–Hamilton formula and

principal component analysis

Both of the methods in Ye and Ding (2004) and Wang, Ye,

Cheng, et al. (2006) use approximate structure matrices of

network-induced delay, and neither of them includes the

traditional unknown input d(k) in their model.

In Ye et al. (2006), an approach for fault detection of NCS

was proposed, in which an accurate structure matrix of

network-induced delay was deduced. In the method, it is

supposed that the NCS model to be monitored is described by

Eqs. (3) and (4), which includes not only the unknown network-

induced delay but also the ordinary unknown input d.

Based on the Cayley–Hamilton theorem, there is

eAt ¼ I þ At þ � � � þ 1

n!
Antn þ � � � ¼

Xn�1

i¼0

aiðtÞAi

where A is the matrix in the continuous NCS model and n is the

dimension of the state x. Then it has been proved that g(k) can

be transformed into the following form accurately,

gðkÞ ¼ Ēt;kbt;k (17)

where

Ēt;k ¼ ½B AB � � � An�1B �
Duk

}

Duk

2
64

3
752Rn�n;

bt;k ¼ ½ htk
0 htk

1 � � � htk
n�1 �

T 2Rn�1;

htk
i ¼ �

Z h

h�tk

aiðtÞ dt2R; i ¼ 0 � � � n� 1

Now Eq. (17) has decomposed g(k) into a known structure

matrix Ēt;k and an unknown vector bt,k determined by the
network-induced delay tk. Unlike Eq. (13) or (16), the structure

matrix Ēt;k in Eq. (17) is accurate.

In the method, a time-varying parity space based residual

generator is defined as

rs;k ¼ vs;kðys;k � Hu;sus;kÞ

It can be proved that when vs;k 2Ps, the dynamics of the

residual generator is governed by

rs;k ¼ vs;kðHd;sds;k þ Hf;s f s;k þ Ht;s;kct;s;kÞ

where

ct;s;k ¼ ½bT
t;k�s bT

t;k�sþ1 � � � bT
t;k �

T

Ht,s,k takes the same form as Eq. (14), and the other matrices

have the same definitions as those in Section 3.2, respectively.

To achieve the robustness of rs,k to the vector of network-

induced delay ct,s,k and ensure that vs;k belongs to the parity

space Ps, it is expected that vs;k satisfies

vs;k 2Ps and vs;kHt;s;k ¼ 0 (18)

But since bt,k in Eq. (17) is a vector of dimension of n, the

solution of Eq. (18) may not exist in many cases. So in Ye et al.

(2006), based on Principal Component Analysis (PCA), the

following objective is used to determine the parity vector in

place of (18):

vs;k 2Ps and vs;kL
mk
t;s;k ¼ 0 (19)

where L
mk
t;s;k is defined as the matrix which is composed of the

first mk main Principal Component (PC) vectors of the matrix

Ht,s,k.

It has been discussed that, due to the good characteristics of

PCA, usually a suitable mk which is much smaller than the

column number of Ht,s,k may be found to make the solution of

Eq. (19) exist on one hand, and to make Eq. (18) hold

approximately with a good accuracy on the other hand.

After solving Eq. (19), we may further take advantage of the

remaining freedom of vs;k to achieve the optimal robustness to d

and optimal sensitivity to f in the following sense

min
vs;k 2Ps

vs;kL
mk
t;s;k ¼ 0

Js;k ¼ min
vs;k 2Ps

vs;kL
mk
t;s;k ¼ 0

vsHd;sH
T
d;sv

T
s

vsHf;sH
T
f;sv

T
s

Compared with the methods in Ye and Ding (2004) and

Wang, Ye, Cheng, et al. (2006), the advantage of the method lies

in the adoption of an accurate structure matrix of network-

induced delay and the inclusion of the ordinary unknown input

d. Compared with the method in Ye and Wang (2006), the merit

of this method is that it takes full advantage of the known

information on network-induced delay (i.e. its structure

matrix).

3.3.4. Other related work

In Wang, Ye, et al. (2006), a method for fault detection of

NCS with unknown network-induced delay, which may be

greater than h, is proposed. In the method, an NCS model for
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unknown network-induced delay which may be greater than h

(Halevi & Ray, 1988; Hu & Zhu, 2003) has been adopted, and

the idea for handling multiplicative faults (Gertler, 1998) has

been used to deal with the network-induced delay. However,

from another point of view, the method in Wang, Ye, et al.

(2006) can also be regarded as an extension of the one-

dimensional Taylor approximation used in Ye and Ding (2004)

into a multi-dimensional Taylor approximation.

Additionally, research on fault detection of sampled-data

systems has received increasing attention in recent years,

which considers the influence of the dynamics of unknown

inputs and faults between sampling instants and therefore has

better performance than other indirect methods (Zhang,

Ding, Wang, & Zhou, 2001). Since an NCS with unknown

inputs and faults is a kind of typical sampled-data systems,

the ideas in the approaches for fault detection of sampled-

data systems can be used to improve the performance of a

fault detection system for NCS. So in Liu et al. (2005), a

method which combines the method for fault detection of

NCS in Ye and Ding (2004) and that for fault detection of

sampled-data systems in Zhang, Ding, et al. (2001) has been

introduced.

3.4. Direct utilization of existing fault diagnosis theory of

time-delay system

Based on a simplified time-delay model of NCS, many

existing fault diagnosis methods for time-delay systems can be

extended to, or utilized directly for, NCS with network-induced

delay. Some of these results are briefly introduced in the

following.

3.4.1. Unknown input decoupling

The work by Yang and Saif (1998) is the first paper to deal

with the fault detection problem for time-delay systems. A

reduced-order unknown input observer was proposed to detect

and identify the actuator and sensor faults for a class of state-

delayed dynamic systems, in which the faults as well as other

effects such as disturbances and higher-order nonlinearities

were considered as unknown inputs. With some assumptions

on the structure of system and distribution matrices,

decoupling of the completely unknown input from the residual

is achieved.

3.4.2. H1-norm-model matching formulation

In Ding, Ding, and Jeinsch (2002), a weighting transfer

function matrix was first developed to describe the desired

behaviour of the residual with respect to the fault, and an

observer-based fault detection filter for a class of linear

systems with time-varying delays was designed, in such a way

that the error between the generated residual and fault (or,

more generally weighted fault) is as small as possible in the

sense of the H1-norm. The design of the observer-based fault

detection filter was then formulated into an H1-model

matching problem and, with the aid of an optimization tool,

such as the linear matrix inequality technique, the problem

was solved.
3.4.3. Two-objective optimization approaches

Enhancing the sensitivity of the residual to the fault and, at

the same time, suppressing the undesirable effects of unknown

inputs and modelling errors are two essential objectives of

residual generation. The work by Liu and Frank (1999)

regarded the fault detection problem for linear systems with

constant time delays as a two-objective nonlinear program-

ming. Jiang, Staroswiecki, and Cocquempot (2003) extended

the results of Liu and Frank (1999) to the case of discrete-time

systems. More recently, Zhong, Ye, Sun, and Wang (2006) dealt

with the robust fault detection filter problem for linear systems

with time-varying delays and model uncertainty, and an

iterative linear matrix inequality algorithm was proposed.

3.4.4. A unified optimization approach

The work in Zhong, Ye, Wang, and Zhou (2005) dealt with

the fault detection problem for linear systems with L2-norm

bounded unknown input and multiple constant time-delays. An

observer-based fault detection filter was developed such that a

robustness/sensitivity based performance index was mini-

mized. The key idea of this study is the introduction of a new

fault detection filter as residual generator and the extension of

an optimized fault detection method for linear time-invariant

systems in Ding, Jeinsch, Frank, and Ding (2000) and Ding,

Zhong, and Tang (2001) to time-delay systems. A sufficient

condition for the solvability of the fault detection filter has been

derived in terms of the Riccati equation and a solution has been

obtained by suitably choosing a filter gain matrix and post-filter.

In Zhong, Ding, and Lam (2004) the above mentioned

optimized fault detection approach has been further modified to

a class of neutral time-delay systems.

3.4.5. Adaptive observer based approaches

With a structure restriction on fault distribution, the work by

Jiang, Staroswiecki, and Cocquempot (2002) developed an

adaptive observer for the fault identification in both linear

systems with multiple state time delays and a class of nonlinear

systems.

More recently, a new adaptive observer was proposed, by

Jiang and Zhou (2005), for the robust fault detection and

identification of uncertain linear time-invariant systems with

multiple constant time-delays in both states and outputs.

In Chen and Saif (2006), both the disturbance and the

possible fault were considered as unknown input, then an

iterative learning observer based adaptive unknown input

estimation and fault-tolerant control scheme was investigated.

The main contribution of Chen and Saif (2006) was the

demonstration of a novel reconfigurable fault-tolerant control

concept for additive faults. The states of the observer were

updated by both the present and past output estimation error,

and the control law was compensated by the estimated

unknown input.

Some other work on the problem of fault detection for time-

delay systems can also be found in Zhong, Ding, and Zhang

(2003) and Zhong, Ye, et al. (2004). We believe that there are

many other related results, which may be extended for NCS, but

are not included in this article.
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4. Quasi Takagi-sugeno fuzzy model based fault

detection for NCS with long delay time

The previous discussions are mainly based on the

assumption that the delay time is less than one sampling

period. In this section, we turn to the system with network-

induced delay greater than one sampling period. For linear and

nonlinear NCS with long delay time, new models, so-called

Quasi T–S fuzzy models, were presented in Fang, Zhang, Fang,

and Yang (2006) and Zheng, Fang, and Wang (2006), which

used the delay time as premise variables and the probability

distribution of delay time as membership functions. Based on

these models, fault diagnosis and fault-tolerant control schemes

were developed. The main ideas of these results are

summarized here.

It is assumed that the sensors and the actuators are clock-

driven, the controller is event-driven, and the delay time may

be greater than one sampling period. The time diagram of data

packets is shown in Fig. 5. In each sampling period, the

actuator may receive several control data packets, but only the

latest one is accepted as plant input at the sampling time. Under

such assumptions, the delay time becomes a random integer,

and the transfer delay of the data packet, which is accepted by

the actuator at the instant kh, is tk 2 {1, 2, . . ., n} periods, i.e., at

the instant kh the actuators accept the controller dada packet

that is based on the sensor packet sent out at the instant

(k � tk)h.

We assume that the plant in Fig. 1 is a nonlinear system with

m operating points described by linear approximations of the

state variable equation

ẋðtÞ ¼ AixðtÞ þ Biuðt � ttÞ;
yðtÞ ¼ CixðtÞ; i ¼ 1; 2; . . . ;m

where tt is the composite effect of network-induced delay. The

linear plant is a special case of nonlinear plants with only one

operating point.

Sampling the system with sampling period h, we obtain a

simplified discrete-time system model under the above assump-

tions

xðk þ 1Þ ¼ ĀixðkÞ þ B̄iuðk � tkÞ;
yðkÞ ¼ C̄ixðkÞ; i ¼ 1; 2; . . . ;m
Fig. 5. Time diagram for data packets.
where all matrices in this set of equations have compatible

dimension. The delay time tk is a discrete random variable,

tk 2 {1, 2, . . ., n}, and the probability distribution of this

random variable is p = {p1, p2, . . ., pn}, where pi = P(tk = i),Pn
i¼1 pi ¼ 1. In some cases, tk+1 is only affected by tk and not

by t1, t2, . . ., tk�1, then the series {t1, t2, . . ., tk, . . .}can be

described as a Markov chain (Nilsson, 1998).

When the NCS is a linear system, there is only one operating

point described by

xðk þ 1Þ ¼ ĀxðkÞ þ B̄uðk � tkÞ;
yðkÞ ¼ C̄xðkÞ; tk 2f1; 2; . . . ; ng (20)

The T–S fuzzy models proposed by Takagi and Sugeno (Takagi

& Sugeno, 1985; Tanaka & Wang, 2001) are used very broadly

for nonlinear systems, which are described by fuzzy IF–THEN

rules that represent local linear input-output relations for a

nonlinear system. The system (20) is a linear system with

random delay time, and we cannot use the T–S modelling

approach directly. We extended the ideas in T–S modelling to

present a new fuzzy model for system (20) (Fang, Zhang, et al.,

2006, Zheng et al., 2006). This new modelling approach utilizes

the network-induced delay as a premise variable and the

probability distribution of delay time as membership function.

This is different from the traditional T–S fuzzy modelling for

nonlinear systems, so we name this modelling approach as

quasi T–S fuzzy modelling.

The rth rule of this fuzzy model is the following:

IFðr � 1Þh< tt � rh; tk ¼ r

THEN
xðk þ 1Þ ¼ ĀxðkÞ þ B̄uðk � rÞ
yðkÞ ¼ C̄xðkÞ

�
;

r ¼ 1; 2; � � � ; n (21)

Here, the delay time tt is used as premise variable, and each

subsequent equation with a delay time tk = r is called a ‘‘sub-

system’’. n is the maximum value of delay time and also is the

number of rules.

The probability distribution of the random variable tk,

p = {p1, p2, . . ., pn}, is used as the membership function

m = {m1, m2, . . ., mn}, where

mi ¼ pi; i ¼ 1; 2; . . . ; n

By fuzzy ‘‘blending’’ of all subsystems, the overall model of

this linear NCS, the so called quasi T–S fuzzy model, is inferred

as follows

xðk þ 1Þ ¼
Xn

r¼1

mrfĀxðkÞ þ B̄uðk � rÞg

¼ ĀxðkÞ þ B̄
Xn

r¼1

mruðk � rÞ; yðkÞ

¼
Xn

r¼1

mrfC̄xðkÞg ¼ C̄xðkÞ (22)



H. Fang et al. / Annual Reviews in Control 31 (2007) 55–6864
For nonlinear NCS with random delay time and m operating

points, the two-layer quasi T–S fuzzy model was presented

(Fang, Zhang, et al., 2006,).

Inner layer: At the ith operating point (i = 1, 2, . . ., m), we

use the quasi T–S fuzzy model for linear system to describe the

linear approximation of the nonlinear NCS at that operating

point:

IFðr � 1Þh< tt � rh; tk ¼ r

THEN
xðk þ 1Þ ¼ ĀixðkÞ þ B̄iuðk � rÞ
yðkÞ ¼ C̄ixðkÞ

; r ¼ 1; 2; . . . ; n

�

The quasi T–S fuzzy model for the ith operating point is

inferred as follows:

xðk þ 1Þ ¼ ĀixðkÞ þ B̄i

Xn

r¼1

mruðk � rÞ; yðkÞ ¼ C̄ixðkÞ

Outer layer: We utilize the ordinary T–S fuzzy modelling

approach for the overall nonlinear NCS, fuzzy ‘blending’ all the

quasi T–S fuzzy models for the nonlinear NCS at each

operating point, just as done with ordinary T–S fuzzy modelling

for a nonlinear system.

The ith rule is described as

IF Z1ðKÞ is Mi1; z2ðkÞ is Mi2; . . . ; z pðkÞ is Mi p; i ¼ 1; 2; . . . ;m

THEN
xðk þ 1Þ ¼ ĀixðkÞ þ B̄i

Xn

r¼1

mruðk � rÞ

yðkÞ ¼ C̄ixðkÞ

8<
:

The overall fuzzy model for the nonlinear NCS is inferred as

follows, by fuzzy ‘‘blending’’ all these quasi T–S fuzzy models:

xðk þ 1Þ ¼

Pm
i¼1 viðkÞ

�
ĀixðkÞ þ B̄i

Pn
r¼1 mruðk � rÞ

�
Pm

i¼1 viðkÞ

¼
Xm

i¼1

riðkÞĀixðkÞ þ
Xm

i¼1

Xn

r¼1

riðkÞmrB̄iuðk � rÞ;

yðkÞ ¼
Pm

i¼1 viðkÞC̄ixðkÞPm
i¼1 viðkÞ

¼
Xm

i¼1

riðkÞC̄ixðkÞ (23)

Here Mij i = 1, . . ., m, j = 1, . . ., p are the fuzzy sets and m is the

number of model rules; z1(k), . . ., zp(k) are known premise

variables that may be functions of the state variables; vi(k)

(i = 1, 2, . . ., m) are traditional membership functions, and

riðkÞ ¼
viðkÞPm
i¼1 viðkÞ

;
Xm

i¼1

riðkÞ ¼ 1:

All those fuzzy sets and membership functions have the

same definitions and physical meaning as the ones defined in

the traditional T–S fuzzy model for common nonlinear system

(Tanaka & Wang, 2001).

The stability of a closed-loop networked control system

described by these quasi T–S fuzzy models is governed by the

following theorems presented in Fang, Zhang, et al. (2006).

With parallel-distributed compensation (Takagi and Sugeno,

1985; Tanaka & Wang, 2001), the closed-loop nonlinear

networked control system described by the quasi T–S fuzzy
model is given by

xðk þ 1Þ ¼
Xm

i¼1

riðkÞAixðkÞ þ
Xm

i¼1

Xn

r¼1

riðkÞmrBiF̄ðkÞxðk � rÞ

(24)

where

F̄ðkÞ ¼
Xm

i¼1

Xn

r¼1

riðkÞmrFi;r;

and

uðkÞ ¼ Fi;rxðkÞ; i ¼ 1; 2; . . . ;m; r ¼ 1; 2; . . . ; n

are local control rules for each subsystem.

Theorem 1. The equilibrium of a fuzzy control system (24) is

globally asymptotically stable if there exist two common posi-

tive definite matrices R and S such that

S� R SAT
i

AiS
1

2
S

2
4

3
5> 0; i ¼ 1; 2; . . . ; n;

R MT
a;rB

T
i

BiMa;r
1

2
S

2
4

3
5> 0;

i ¼ 1; 2; . . . ;m; a ¼ 1; 2; . . . ;m; r ¼ 1; 2; . . . ; n

with real matrixes Ma,r = Fa,rS, a = 1, 2, . . ., m, r = 1, 2, . . .,
n. &

The linear plant is a special case of the nonlinear plant with

only one operating point. The closed-loop linear NCS described

by the quasi T–S fuzzy model is given by

xðk þ 1Þ ¼ AxðkÞ þ
Xn

r¼1

mrBF̃ðkÞxðk � rÞ (25)

where

F̃ ¼
Xn

r¼1

mrFr

and u(k) = Frx(k), r = 1, 2, . . ., n are local control rules for each

subsystem.

Theorem 2. The equilibrium of a fuzzy control system (25) is

globally asymptotically stable if there exist two common posi-

tive definite Matrices R and S, such that

S� R SAT

AS
1

2
S

" #
> 0;

R MT
r BT

BMr
1

2
S

" #
> 0;

r ¼ 1; 2; . . . ; n

where Mr are real matrixes, and Mr = FrS, r = 1, 2, . . .,
n. &

Many existing fault detection and fault-tolerant control

approaches, such as parity relation approach and observer-

based approach, could be extended to linear or nonlinear NCS
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with random long delay time based on these models, by first

designing residual generators (or fault-tolerant controllers)

for each subsystem, then using the same membership

function as the ones in the modelling procedure and fuzzy

‘blending’ all of the residual generators (or fault-tolerant

controllers) in two layers to obtain the one for the overall

system (Zheng, 2003; Zheng et al., 2006; Fang, Fang, et al.,

2006, Fang, Yang, et al., 2006). Fig. 6 is the design outline

based on quasi T–S fuzzy models for linear and nonlinear

NCS with long delay.

For instance, the discrete-time system model with dis-

turbance and fault signals at the ith operating point and with

time delay r is

xðk þ 1Þ ¼ AixðkÞ þ Biuðk � rÞ þ Bd
i dðkÞ þ Bf

i f ðkÞ;
yðkÞ ¼ CixðkÞ þ Df

i f ðkÞ; uðkÞ ¼ Fi;rxðkÞ;
i ¼ 1; 2; . . . ;m; r ¼ 1; 2; . . . n (26)

where d(k) is the disturbance and f(k) is the fault signal.

The overall system is the fuzzy ‘‘blending’’ of all these

subsystems in Eq. (26):

xðk þ 1Þ ¼
Xm

i¼1

riðkÞfAixðkÞ þ Bd
i dðkÞ þ Bf

i f ðkÞg

þ
Xm

i¼1

riðkÞ
�

Bi

Xn

r¼1

mruðk � rÞ
�
;

yðkÞ ¼
Xm

i¼1

riðkÞ
�

CixðkÞ þ D f
i f ðkÞ

�
; uðkÞ ¼ F̄xðkÞ

where F̄ðkÞ ¼
Pm

i¼1

Pn
r¼1 riðkÞmrFi;r.

The local residual generators (Fang, Yang, et al., 2006;

Zheng et al., 2006) can be derived from the local parity equation

for each subsystem (26)

Ri;rðzÞ ¼ Qi;rðzÞ

� ½ðI þ CiÃ
�1

i B̃
d

i ÞyðzÞ

� CiÃ
�1

i ðI � B̃
d

i CiA
�1
i ÞBiz

�ruðzÞ�

i ¼ 1; 2; . . . ;m; r ¼ 1; 2; . . . ; n

where B̃
d

i ¼ Bd
i ðCiA

�1
i Bd

i Þ
þ

, Ãi ¼ zðI � B̃
d

i CiA
�1
i Þ � Ai and

Qi,r(z) is any stable rational function.

All premise variables, fuzzy sets and membership functions

are the same as the ones in the quasi T–S fuzzy model, and then

we use the following fuzzy rules:

IF z1(k) is Mi1, z2(k) is Mi2, . . ., zp(k) is Mip, i = 1, 2, . . ., m;

and (r � 1)h < tt � rh, tk = r

THEN Ri;rðzÞ
¼ Qi;rðzÞ

� ½ðI þ CiÃ
�1

i B̃
d

i ÞyðzÞ � CiÃ
�1

i ðI � B̃
d

i CiA
�1
i ÞBiz

�ruðzÞ�
(27)
The overall residual is the fuzzy ‘‘blending’’ of all these local

residuals in Eq. (27)

RðzÞ ¼
Xm

i¼1

Xn

r¼1

rimrRi;rðzÞ

¼
Xm

i¼1

Xn

r¼1

rimrQi;rðzÞ

� ½ðI þ CiÃ
�1

i B̃
d

i ÞyðzÞ

� CiÃ
�1

i ðI � B̃
d

i CiA
�1
i ÞBiz

�ruðzÞ�

The fault can be detected by comparing the residual with a

threshold function T(k).

jrðkÞj � TðkÞ Normal

jrðkÞj> TðkÞ Faulty

�

where the r(k) is the inverse z-transform of R(z).

These quasi T–S fuzzy models can also describe nonlinear

systems with multiple random delays, so that all results in this

section are not only applicable to NCS but also applicable to

nonlinear systems with multiple random delays.

5. Concluding remarks

Model-based fault diagnosis for NCS has been discussed and

summarized in this paper. With different assumptions, the NCS

were modelled as different simplified time-delay systems.

Based on these models, many existing results, such as state

observer and filtering theory, developed originally for time-

delay systems, could be utilized for fault diagnosis of NCS.

Also, some new fault detection approaches dedicated to NCS

were presented, and many existing results of fault diagnosis for

time-delay systems could be used for NCS directly.

Based on the fault detection algorithms and the simplified

models for NCS, active and passive fault-tolerant control can be

obtain (Kong & Fang, 2005; Huo & Fang, 2005c, 2006a, 2006b;

Huo, 2006; Ma & Fang, 2006b; Ma, 2006; Zheng & Fang, 2004;

Zheng, Fang, & Wang, 2004b).

The results included in this paper are mainly focusing

on network-induced delay. Many other features of NCS
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have not been concerned. There are some further research

topics.

5.1. FD and FTC theory based on new models of NCS

As the new models of NCS are coming forth continuously,

such as switched system model (Yu, Wang, & Xue, 2006),

stochastic system model (Ma, 2006; Ma & Fang, 2006b), systems

with time-varying interval delays (Yue, Han, & Peng, 2004, Yue,

Han, & Lam, 2005), we have opportunities to develop new fault

diagnosis and fault-tolerant control strategies for NCS.

5.2. FD and FTC theory for nonlinear NCS

Similarly to linear systems, the effect produced by network-

induced delay, packet dropout, asynchronous clock and other

features of the network should be discussed for nonlinear NCS,

and new fault diagnosis and fault-tolerant control theory for

nonlinear NCS should also be developed.

5.3. FD and FTC theory for NCS with all other network-

induced issues

For NCS with network-induced delay, we have modeled

NCS as a simplified linear or nonlinear time-delay system, then

developed analysis and design tools. NCS with packet dropout

we could model as a switched system, and then develop the

related theory. For NCS with asynchronous clock among

network nodes, it is not clear yet what the suitable mathematic

description is and how the fault diagnosis and fault-tolerant

control problems can be dealt with. Especially, how to deal with

the combined impacts of all these features? This is really a big

challenge for the research community.

5.4. FD and FTC theory based on integrated modelling of

all components of control system and communication

channel

Research on NCS is progressing in two directions. One is

based on control and system theory, and some results about

fault diagnosis theory are summarized in this paper. Another

one is based on system architecture and protocols of

communication channels; this approach results in the devel-

opment of NCS in industry, over CAN, Fieldbus, industry

Ethernet, and the likes. However, NCS is an integration of

sensors, actuators, controllers, plants and communication

channels, which are working together closely. So the

combination of the ideas, strategies, results, etc. in the two

directions, integrated modelling for all components of the

control system and the communication channel, research based

on newly developed integrated models will bring us more useful

fault diagnosis and fault-tolerant control theory.

Fault diagnosis and fault-tolerant control of networked

control systems are current, active, and fertile research topics

offering interesting challenges in both theory and applications.

Although there are some achievements, we still have a long way

to go.
Acknowledgements

This work was supported by the National Natural Science

Foundation of China, Grant #60274014 and #60574088 to

Huajing Fang, Grant # 60574084 to Donghua Zhou, Grant #

60274015 and #60574085 to Hao Ye, and Grant #60374021 to

Maiying Zhong. We sincerely express our gratitude to the

National Natural Science Foundation of China for their long

term support, and to Prof. Janos Gertler for his valuable

suggestions and comments and for patiently correcting our

English language mistakes.

References

Antsaklis, P., & Baillieul, J. (2004a). Guest editorial for special issue on

networked control systems. IEEE Transactions on Automatic Control,

49(9), 1421–1422.

Antsaklis, P., & Baillieul, J. Guest Editors (2004b). Special issue on networked

control systems. IEEE Transactions on Automatic Control, 49(9).

Branicky, M. S., Phillips, S., & Zhang, W. (2000). Stability of networked control

systems: Explicit analysis of delay. In Proceedings of the American Control

Conference (pp. 2352–2357).

Bushnell, L.G., the guest editor (2001). The special Section on Networks and

Control, IEEE Control System Magazine, 22(1).

Chen, W., & Saif, M. (2006). An iterative learning observer for fault detection

and accommodation in nonlinear time-delay systems. International Journal

of Robust and Nonlinear Control, 16, 1–19.

Ding, S. X., Ding, E. L., & Jeinsch, T. (2002). A new optimization approach to

the design of fault detection filters. In Proceedings of the SAFEPRO-

CESS’2000 (pp. 250–255).

Ding, S. X., Jeinsch, T., Frank, P. M., & Ding, E. L. (2000). A unified approach

to the optimization of fault detection systems. International Journal of

Adaptive Contribution and Signal Processing, 14(7), 725–745.

Ding, S. X., Zhong, M., & Tang, B. (2001). An LMI approach to the design of

fault detection filter for time-delay LTI systems with unknown inputs. In

Proceedings of the American Control Conference (pp. 2137–2142).

Fang, H., Fang, Y., & Yang, F. (2006). Fault diagnosis of networked control

systems. System Engineering and Electronics (Xitong Gongcheng yu Dianzi

Jishu), 28(12), 1858–1862.

Fang, H., Yang, F., & Zheng, Y. (2006). Fuzzy modelling and fault detection for

networked control systems. Preprints of 6th IFAC Symposium on Fault

Detection, Supervision and Safety of Technical Processes (pp. 1153–1158).

Fang, H., Zhang, H., Fang, Y., & Yang, F. (2006). Quasi T–S fuzzy models and

stable controllers for networked control systems. In Proceedings of the 6th

World Congress on Intelligent Control and Automation (pp. 220–223).

Gertler, J. (1998). Fault detection and diagnosis in engineering systems. New

York: Marcel Dekker.

Halevi, Y., & Ray, A. (1988). Integrated communication and control systems.

Part I. Analysis. ASME Journal of Dynamic Systems, Measurement and

Control, 110, 367–373.

Hu, S. S., & Zhu, Q. X. (2003). Stochastic optimal control and analysis of

stability of networked control systems with long delay. Automatic, 39,

1877–1884.

Huo, Z. (2006). Research on fault-tolerant control for networked control

systems. PhD Dissertation, Huazhong University of Science and Technol-

ogy, China.

Huo, Z., & Fang, H. (2005a). Robust H-infinity filter design for networked

control system with random time delays. In Proceedings of 10th International

Conference on Engineering of Complex Computer Systems (pp. 333–340).

Huo, Z., & Fang, H. (2005b). Research on robust fault detection for NCS with

long delay based on LMI. Advances in Systems Science and Applications,

5(3), 404–410.

Huo, Z., & Fang, H. (2005c). Co-design for NCS robust fault-tolerant control. In

Proceedings of IEEE International Conference on Industrial Technology

(ICIT 2005) (pp. 119–124).



H. Fang et al. / Annual Reviews in Control 31 (2007) 55–68 67
Huo, Z., & Fang, H. (2006a). Fault-tolerant control research for networked

control system under communication constraints. Acta Automatica Sinica,

32(5), 659–666.

Huo, Z., & Fang, H. (2006b). Fault-tolerant control research on networked

control systems with random time-delays. Information and Control, 35(5),

584–587.

Jiang, B., Staroswiecki, M., & Cocquempot, V. (2002). Fault identification for a

class of time-delay systems. In Proceedings of the American Control

Conference (pp. 8–10).

Jiang, B., Staroswiecki, M., & Cocquempot, V. (2003). H1 fault detection filter

design for linear discrete-time systems with multiple time delays. Interna-

tional Journal of Systems Science, 34(5), 365–373.

Jiang, C., & Zhou, D. (2005). Fault detection and identification for uncertain

linear time-delay systems. Computers & Chemical Engineering, 30, 228–

242.

Kong, D., & Fang, H. (2005). Stable fault-tolerance control for a class of

networked control systems. Acta Automatica Sinica, 31(2), 267–273.

Li, Z., & Fang, H. (2006a). A novel controller design and evaluation for

networked control systems with time-variant delays. Journal of the Franklin

Institute, 343(2), 161–167.

Li, Z., & Fang, H. (2006b). Fuzzy controller design for networked control

system with time-variant delays. Journal of Systems Engineering and

Electronics, 17(1), 172–176.

Lian, F., Moyne, J. R., & Tilbury, D. M. (2001). Performance evaluation of

control networks: Ethernet, ControlNet, and DeviceNet. IEEE Control

Systems Magazine, 21(1), 66–83.

Liu, H., Cheng, Y., & Ye, H. (2005). A combinative method for fault detection of

networked control systems. In Proceedings of the 20th IAR/ACD Annual

Meeting (pp. 59–63).

Liu, J. H., & Frank, P. M. (1999). H1 detection filter design for state delayed

linear systems.. In Proceedings of the 14th IFAC World Congress (pp. 229–

233).

Ma, C. (2006). Analysis and synthesis of networked stochastic control systems.

PhD Dissertation, Huazhong University of Science and Technology, China.

Ma, C., & Fang, H. (2005a). Stability of networked control systems with multi-

step delay based on time-division algorithm. Journal of Control Theory and

Applications, 3(4), 404–408.

Ma, C., & Fang, H. (2005b). Stochastic optimal control of networked control

systems with multi-step delay. Advances in Systems Science and Applica-

tions, 5(4), 566–574.

Ma, C., & Fang, H. (2006a). Research on mean square exponential stability of

networked control systems with multi-step delay. Applied Mathematical

Modelling, 30(9), 941–950.

Ma, C., & Fang, H. (2006b). Reliability of networked control systems with dual

controllers based on IA technology. Journal of Huazhong University of

Science and Technology (Nature Science Edition), 34(4), 30–32.

Murray, R. M., Astrom, K. J., Boyd, S. P., Brockett, R. W., & Stein, G. (2003).

Future directions in control in an information rich world. IEEE Control

Systems Magazine, 23(4), 20–33.

Nilsson, J. (1998) Real-time control systems with delays. PhD Dissertation.

Dept. Automatic Control, Lund Inst. Techno., Lund, Sweden.

Patton, R. J., Kambhampati, C., Casavola, A., & Franze, G. (2006). Fault-

tolerance as a key requirement for the control of modern systems. Preprints

of 6th IFAC Symposium on Fault Detection, Supervision and Safety of

Technical Processes (pp. 26–35).

Ray, A., & Halevi, Y. (1988). integrated communication and control system.

Part II. Design considerations. Journal of Dynamics, System, Measurement

and Control, 111(4), 374–381.

Takagi, T., & Sugeno, M. (1985). Fuzzy identification of systems and its

applications to modeling and control. IEEE Transitions on System, Man

and Cybernetics, 15(2), 116–132.

Tanaka, K., & Wang, H. O. (2001). Fuzzy control systems design and analysis, a

linear matrix inequality approach. New York: John Wiley & Sons.

Tipsuwan, Y., & Chow, M. Y. (2003). Methodologies in networked control

systems. Control Engineering Practice, 11(11), 1099–1111.

Trinh, H., & Aldeen, M. (1997). A memoryless state observer for discrete

time-delay systems. IEEE Transactions on Automatic Control, 42(11),

1572–1577.
Wang, Y., Ye, H., Cheng, Y., & Wang, G. (2006). Fault detection of NCS based

on eigendecomposition and Pade approximation. Preprints of 6th IFAC

Symposium on Fault Detection, Supervision and Safety of Technical Pro-

cesses (pp. 937–941).

Wang, Y., Ye, H., & Wang, G. (2006). A new method for fault detection of

networked control systems. In Proceedings of the 1st IEEE Conference on

Industrial Electronics and Applications (ICIEA 2006).

Xie, L. (2004). Research on some issues arising in networked control systems.

PhD Dissertation, Huazhong University of Science and Technology,

China.

Xie, L., & Fang, H. (2004). Guaranteed cost control for networked control

systems. Journal of Control Theory and Applications, 2(2), 143–148.

Xie, L., Fang, H., & Wang, H. O. (2004). Information scheduling and asymp-

totical stability of networked control systems. Control and Decision, 19(5),

589–591.

Xie, L., Ji, Z., & Fang, H. (2005). Fault detection for networked control systems

with asynchronous measurement delays. Journal of System Simulation,

17(11), 2717–2720.

Xie, L., Ji, Z., Pan, T., & Fang, H. (2005). Networked control based on

information scheduling. Systems Engineering and Electronics, 27(3),

449–452.

Yang, H. L., & Saif, M. (1998). Observer design and fault diagnosis for state-

retarded dynamical systems. Automatica, 34(2), 217–227.

Ye, H., & Ding, S. X. (2004). Fault detection of networked control systems

with network-induced delay. In Proceedings of the 8th International

Conference on Control, Automation, Robotics and Vision (ICARCV

2004) (pp. 294–297) .

Ye, H., He, R., Liu, H., & Wang, G. (2006). A new approach for fault detection

of networked control systems. IFAC 14th Symposium on System Identifica-

tion (pp. 654–659).

Ye, H., & Wang, Y. (2006). Application of parity relation and stationary wavelet

transform to fault detection of networked control systems. In Proceedings of

the1st IEEE Conference on Industrial Electronics and Applications (ICIEA

2006).

Ye, H., Wang, G., & Ding, S. X. (2004). A new parity space approach for fault

detection based on stationary wavelet transform. IEEE Transactions on

Automatic Control, 49(2), 281–287.

Ye, H., Zhang, P., Ding, S. X., & Wang, G. (2000). A time–frequency domain

fault detection approach based on parity relation and wavelet transform. In

Proceedings of the 39th IEEE Conference on Decision and Control (IEEE

CDC 00) (pp. 4156–4161).

Yu, M., Wang, L., & Xue, G. (2006). A switched system approach to stabiliza-

tion of networked control systems. Journal of Control, Theory and Applica-

tions, 4(1), 86–95.

Yue, D., Han, Q., & Lam, J. (2005). Network-based robust H1 control of

systems with uncertainty. Automatica, 41(6), 999–1007.

Yue, D., Han, Q., & Peng, C. (2004). State feedback controller design of

networked control systems. IEEE Transactions on Circuits and Systems,

51(11), 640–644.

Zhang, W. (2001). Stability analysis of networked control systems. PhD

Dissertation, Case Western Reserve University, United States.

Zhang, W., Branicky, M. S., & Phillips, S. M. (2001). Stability of networked

control systems. IEEE Control Systems Magazine, 21(1), 84–99.

Zhang, P., Ding, S. X., Wang, G., & Zhou, D. (2001). An FDI approach

for sampled-data systems. In Proceedings of the American Control

Conference.

Zhang, P., Ye, H., Ding, X., Wang, G., & Zhou, D. (2006). On the relationship

between parity space and H2 approaches to fault detection. Systems &

Control Letters, 55(2), 94–100.

Zheng, Y. (2003). Fault diagnosis and fault tolerant control of networked control

systems. PhD Dissertation, Huazhong University of Science and Technol-

ogy, China.

Zheng, Y., & Fang, H. (2004). Robust fault tolerant control of networked control

system with time-varying delays. Journal of Xi’an Jiaotong University,

38(8), 804–807.

Zheng, Y., Fang, H., & Wang, H. O. (2004a). Kalman filter based fault detection

of networked control system. In Proceedings of the 4th World Congress on

Intelligent Control and Automation (pp. 1330–1333).



H. Fang et al. / Annual Reviews in Control 31 (2007) 55–6868
Zheng, Y., Fang, H., & Wang, Y. (2004b). Robust fault tolerant control of

networked control system with time-varying dalays. Journal of Huazhong

University of Science and Technology (Nature Science Edition), 32(2),

35–37.

Zheng, Y., Fang, H., & Wang, H. O. (2006). Takagi-Sugeno fuzzy model based

fault detection for networked control systems with Markov delays. IEEE

Transactions on Systems, Man, and Cybernetics–Part B: Cybernetics, 36(4),

924–929.

Zheng, Y., Fang, H., Wang, H. O., & Li, L. (2003). Observer-based FDI design

of networked control system with output transfer delay. Control Theory and

Applications, 20(5), 653–663.

Zheng, Y., Fang, H., Wang, H. O., & Xie, L. (2003). Fault detection approach for

networked control system based on a memoryless reduced-order observer.

Acta Automatica Sinica, 29(4), 559–566.

Zheng, Y., Fang, H., Xie, L., & Cao, X. (2003). Parity space based fault

diagnosis of networked control system with random delay. Information and

Control, 32(2), 155–159.

Zheng, Y., Fang, H., Xie, L., & Wang, H.O. (2003). An observer-based fault

detection approach for networked control system. Dynamics of Continuous

Discrete and Impulsive Systems Series-B Applications and Algorithms,

Suppl. SI, 416–421.

Zheng, Y., Hu, X., Fang, H., & Wang, H. (2005). Research on observer-based

fault diagnosis of networked control system. Systems Engineering and

Electronics, 27(6), 1069–1072.

Zhong, M., Ding, S. X., & Zhang, C. (2003). Fault detection filter design for LTI

systems with time delays. In Proceedings of the 42th Conference on

Decision and Control.

Zhong, M., Ding, S. X., & Lam, J. (2004). An optimization approach to fault

detection observer design for neutral delay systems. Dynamics of Contin-

uous, Discrete and Impulsive Systems (B), 11(6), 701–721.

Zhong, M., Ye, H., & Wang, G. (2004). Multi-freedom design of fault detection

filter for linear time-delay systems. In Proceedings of the 8th International

Conference on Control, Automation, Robotics and Vision (ICARCV) (pp.

1630–1634).
Zhong, M., Ye, H., Wang, G., & Zhou, D. (2005). Fault detection filter for

linear time-delay systems. Nonlinear Dynamics and Systems Theory, 5(3),

273–284.

Zhong, M., Ye, H., Sun, T., & Wang, G. (2006). An iterative LMI approach to

robust fault detection filter for linear system with time-varying delays. Asia

Journal of Control, 8(1), 86–90.

Huajing Fang received his BS, MS and PhD degrees in Control Theory and

Control Engineering from the Huazhong University of Science and Technology

in 1982, 1984 and 1991, respectively. He is working with the Department of

Control Science and Engineering, Huazhong University of Science and Tech-

nology, China, where he is a Professor since 1994, and also serves as the

Director of the Institute of Control Theory, the Vice Director of the Center for

Nonlinear and Complex Systems. He is a member of the Fault Detection,

Supervision and Safety of Technical Processes Committee and the Education

Committee of the Chinese Automation Association, and Associate Editor of the

Journal of Control Theory and Applications. His research interests include

complex networked control systems, control system fault diagnosis, robust and

fault-tolerant control, dynamics and control of autonomous vehicle’s swarm.

Hao Ye was born in Gan Su, China, 1969. He graduated from Tsinghua

University in 1992 and received his PhD degree in Automatic Control from

the same university in 1996. He worked at Tsinghua University as a Lecturer

from 1996 to 1998. Since 1998, he has been an Associate Professor at Tsinghua

University. He is the Vice Director of the Institute of Process Control Engineer-

ing of the Department of Automation of Tsinghua University. His research

interests are fault diagnosis and system identification.

Maiying Zhong was born in 1965. She received her PhD degree in Control

Theory and Control Engineering from Northeastern University, China in 1999.

She is now a Professor at the School of Control Science and Engineering,

Shandong University, China. Her research interests include model based fault

diagnosis and fault tolerant control.


	Fault diagnosis of networked control systems
	Introduction
	Fault diagnosis for NCS with information scheduling
	Fault diagnosis for NCS with network-induced delay
	Approaches based on existing state estimation and observer theory for time-delay systems
	Approaches based on low-pass post-filtering
	Approaches based on the structure matrix of g(k)
	Approach based on Taylor approximation
	Approach based on eigendecomposition and Pade´ approximation
	Approach based on Cayley-Hamilton formula and principal component analysis
	Other related work

	Direct utilization of existing fault diagnosis theory of time-delay system
	Unknown input decoupling
	H&infin;-norm-model matching formulation
	Two-objective optimization approaches
	A unified optimization approach
	Adaptive observer based approaches


	Quasi Takagi-sugeno fuzzy model based fault detection for NCS with long delay time
	Concluding remarks
	FD and FTC theory based on new models of NCS
	FD and FTC theory for nonlinear NCS
	FD and FTC theory for NCS with all other network-induced issues
	FD and FTC theory based on integrated modelling of all components of control system and communication channel

	Acknowledgements
	References


