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Abstract
The main objective of this work is to develop an electronic travel aid to assist the blinds for obstacle identification in their

navigation. This navigation assistance for visually impaired (NAVI) system presented in this paper consists of a single board

processing system (SBPS), a vision sensor mounted headgear and a pair of stereo earphones. The image environment in front of

the blind is captured by the vision sensor. The image is processed by a new real time image processing scheme using fuzzy

clustering algorithms. The processed image is mapped onto a specially structured stereo acoustic patterns and transferred to the

stereo earphones in the system. Blind individuals were trained with NAVI system and tested for obstacle identification.

Suggestions from the blind volunteers regarding pleasantness and discrimination of sound pattern were also incorporated in the

prototype. The proposed processing methodology is found to be effective for object identification and for producing stereo sound

patterns in the NAVI system.

# 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The loss of eyesight is one of the most serious

misfortunes that can befall a person. The visual

information forms the basis for most navigational

tasks and so with impaired vision an individual is at a

disadvantage, because appropriate information about

the environment is not available. The number of

visually handicapped persons worldwide would

double from the present 45 million by 2020 [1].
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There are a quarter of a million registered blind people

in the UK. However, the UK has nearly one million

people entitled to register as visually impaired and

about 1.7 million are with vision difficulties [9]. This

represents over three percent of the UK population.

The vision aid for blinds had been under extensive

research with restricted achievement since 1970’s.

Electronic travel aids (ETA) are electronic devices

developed to assist the blind for autonomous naviga-

tion. Early ETAs use ultrasonic sensors for the

obstacle detection and path finding. Recent research

efforts are being directed to produce new navigation

systems in which digital video cameras are used as
.
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vision sensors [2–4]. Peter Meijer [5] presented The

voice in 1992 in which sine wave generator is used for

sound producing. The image pixels captured by the

camera are scanned from left to right and column by

column. The top portion of the image is transformed

into high frequency tones and the bottom portion into

low frequency tones. The intensity of the pixel is

transcoded into loudness.

All the earlier works in the direction of capturing

the image of environment and mapping the image to

sound, do not undertake any image processing efforts

to provide the information of the objects in the scene

[3,5]. Instead, the captured image is directly sonified

to sound signals. In general, background fills more

area in the image frame than the objects, and hence the

sound produced from the unprocessed image will

contain more information on the background. It is also

observed that the background is usually of light colors

and the sound produced on it will be of high amplitude

compared to the objects in the scene. This may be one

of the reasons for blinds finding difficulties in

understanding the sound produced from camera based

earlier ETAs.

In this paper, a pattern clustering method is

proposed for object identification and applied towards

the development of Navigation Assistance for Visually

Impaired (NAVI) system. Human auditory system has

enhanced frequency and intensity discrimination. It is

talented even to infer sound patterns like music or

speech in exceptionally noisy environment. Several

studies have also indicated that the blind individuals

are better than sighted individuals at auditory

discrimination. With this anticipation, a procedure

by which visual information is given to blind in terms

of sound patterns is presented.
Fig. 1. Blind volunteer with NAVI system.
2. Developed NAVI system model

The model constructed for this vision substitution

system has a vision sensor mounted headgear, a pair of

stereo earphones and a single board processing system

(SBPS) in a specially designed vest. The user has to

wear the vest. The SBPS is placed in a pouch provided

at the backside of the vest. SPBS selected for this

system is PCM-9550F with Embedded Intel1 low

power Pentium1 MMX 266 MHz processor, 128 MB

SDRAM, 2.5’’ light weight hard disk, two Universal
serial bus and a RTL 8139 sound device chipset, all

assembled in Micro box PC-300 chassis. The weight

of SBPS is 0.7 kg. Constants 5 and 12 V supply for

SBPS are provided from a set of rechargeable batteries

placed in the front packets of the vest. Vision sensor

selected for this application is a digital video camera,

KODAK DVC325. A blind individual carrying the

headgear and processing equipment in the vest is

shown in Fig. 1. The work is progressing to

miniaturize the size of the equipment, so as to be

more convenient for the blind individual to carry.
3. Fuzzy based image processing

Digital video camera mounted in the headgear

captures the vision information of scene in front of the

blind user and the image is processed in the SBPS in

real time. The processed image is mapped to sound

patterns. Image processing should be properly

designed to have effective sonification. Since the

processing is done in real time, the time factor has to

be critically considered. The image processing method

should require less computation. In industrial vision

system applications, there can be a priori knowledge

on the features of objects to be detected, such as

contour or size; thus with the known features, the

object of interest is identified by eliminating the

background [7]. In the proposed vision substitutive

system, the features of objects to be identified are

undefined, uncertain and time varying [10]. The

classical methods for object identification and

segmentation cannot be used in this application.

The main effort in the NAVI system is to identify the
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objects in the scene in front of the blind. Unless the

task is automated, it will be very difficult for the blind

user to understand the environment and navigate

without collision. The important requirement of the

blind is to identify the size of the objects and to

discriminate the objects from background. During

sonification, that is to be discussed in a later section,

the amplitude of sound generated from the image

directly depends on the pixel intensity. In 8-bit gray-

scaled image, the pixel value of white color is

maximum at 255 and black is minimum at zero. If the

pixel value is related to amplitude of sound, the image

pixels of light color produces sound of higher

amplitude than darker pixels. Acoustic pattern set

of pixels with bright colors in the dark background is

easy to identify than the dark pixels over bright

background. It can be felt that the background of the

most real world pictures are of bright colors than the

object. If the image is transferred to sound without any

enhancement, it will be a complex task to understand

the sound, which is the major problem faced in early

works. There can be a possibility that the background

may also have some important features and these

features will be eliminated if a total elimination of

background is undertaken. Hence, an effort is made in

this paper to suppress the background instead of

elimination and also to enhance the object of interest

in order to impart more consideration to the object.

Human vision system creates the concentration of

vision only on the region of interest, while other

regions are considered as background and are given

less consideration and focus. Generally, the focused

object will be in the center of vision and this property

human vision is incorporated in the proposed method.

This is the property of iris in the human vision system.

There are more chances of object to be in the central

(iris) area of human vision; if not, the human aligns the

object to the central area by moving the iris or by

turning the head. In the case of blind, moving the head

is appropriate since the central area of vision is fixed to

the camera. This is one of the main aspects to be

considered during object identification.

3.1. Feature extraction and clustering

The main aim of this work is to suppress the

background and to enhance the object; for this, the

gray levels of the object and background have to be
identified. Image used for processing is of

32 � 32 pixel size and of four gray levels, namely

black (BL), white (WH), dark gray (DG) and light

gray (LG). Feature extraction is the most critical part

in image processing for blind. The extracted features

should represent the object with limited data. The type

of features extracted from image for object identifica-

tion or classification depends on the application and

also mainly on the computational time. In this work

four features are extracted from each gray level. Each

image is considered to have four feature vectors

namely XBL, XDG, XLG and XWH, each with four

features such as XBL = [x1, x2, x3, x4]; XDG = [x1, x2, x3,

x4]; XLG = [x1, x2, x3, x4]; XWH = [x1, x2, x3, x4]

where,

x1 represents the number of respective gray pixel in the

image, this is histogram value of the particular pixel.

x2 represents the number of respective gray pixel in the

central area of the image. Iris area is the central area of

human eye, which maintains a concentration of vision.

This concentration is distributed towards the boundary

in a non-linearly decreasing function. The central area

of the image obtained by the camera is considered here

as iris area and thus models the human eye. Generally

the object of interest will be in the center of human

vision.

x3 represents the pixel distribution gradient. Its value

depends on the location of the particular gray level

pixels in the image area. x3 is calculated by the sum of

the gradient values assigned to the pixel location. The

gradient value increases towards the center with

Gaussian function. So that, pixel of a particular gray

level in the center has comparatively higher value than

the pixels of same gray level in outer area.

x4 represents the gray value of the pixel. Generally

most of the background in the real world are of light

colors than the objects.
3.2. Architecture of FLVQ

Learning vector quantization (LVQ) is an effective

neural network for classification. A fuzzy based LVQ

(FLVQ) is considered in this work for identifying

objects from background. The architecture of FLVQ is

similar to Kohonen self organizing map [8]. The

objective of the algorithm of FLVQ network is to

identify the output node that is nearest to the input
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vector and update the weight accordingly. In the NAVI

classification problem, there are only two output

nodes-one belonging to object class and the other to

background class. In conventional LVQ training

algorithm, the weight is updated by:

If T = CJ

wJðnewÞ ¼ wJðoldÞ þ at½X � wJðoldÞ�; (1)

If T 6¼ CJ

wJðnewÞ ¼ wJðoldÞ � at½X � wJðoldÞ�; (2)

The learning rate at updation, in every iteration is

by

atþ1 ¼
at

k
; t� 0

If the winning cluster (CJ) is same as the defined

target T, the weight (W) is updated with positive

learning rate a; while winning cluster is not the

defined target T, the weight is updated with negative

learning rate. The procedure here is crisp in nature. A

feasible connection between batch Fuzzy c Means

(FCM) clustering algorithm and sequential LVQ can

be made [6]. The crisp determination of learning rate

can be replaced by fuzzified learning rate, by having

membership both to winning and non winning

clusters. Learning rate at is replaced by fuzzy

membership value aik,t computed using FCM cluster-

ing algorithm [6]. Even though this approach is

innovative, proper choice of fuzzification factor ‘m’,

which determines the level of fuzzification, is

essential.

Clustering algorithm for FLVQ is as follows:

Let X = {x1, x2, x3, . . ., xn} be the input data to be

clustered,T be the maximum iteration; Et the

termination measure = kwt � wt�1k; e the termination
Table 1

Results of training and testing with LVQ with crisp learning rate

S.no. Learning

rate; a

Updation

parameter; k

Number of

data for

training

Number of

data for

testing

Number

iteration fo

convergenc

1 1.0 2 150 250 35

2 1.0 1.5 150 250 61

3 2.0 2 150 250 41

4 2.0 1.5 150 250 48

5 3.0 2 150 250 38

6 3.0 1.5 150 250 59
criterion; m0 the initial m < 7; mf the final m > 1.1; t

the iteration count; c is the number of clusters = 2
Step 0: I
r

e

Percen

classifi

for trai

83.33

82.0

88.0

86.0

85.33

84.67
nitialize the weight matrix W
Step 1: D
o Step 2 to Step 4 until (t > T or Et�1 � e)

Step 2: C
alculate mt

mt ¼ mo þ t
mf � mo

T
(3)
Step 3: C
alculate the learning rate aik,t, for k = 1–n

aik;t ¼
�Xc

j¼1

�
jjxk � wi;tjj
jjxk � w j;tjj

�2=mt�1��mt

(4)
Step 4: U
pdate the weight, for i = 1–c

wi;t ¼ wi;t�1 þ
Pn

j¼1 aik;tðxk � wi;t�1ÞPn
s¼1 ais;t

(5)
In this experimentation, the simulated images repre-

senting basic geometrical shapes are created using

MS-Paint and real life images are colleted both from

indoor and outdoor environment for training and te-

sting the network. A set of 250 data are extracted from

simulated as well as real life images. The extracted

data have to be clustered into two classes namely

object class and background class (that is c = 2, in the

above algorithm). The number of input nodes are 4 (x1,

x2, x3, x4). The efficiency of the network and speed of

convergence depend on mt and hence on the mo and mf.

They determine the learning rate at a particular iter-

ation ‘t’. In the initial stage, the learning rate is fu-

zzified to maximum level and the fuzzification is

reduced as ‘t’ increases. In the conventional method

the mt is reduced linearly as in Eq. (3). In this work, an

exponential variation of mt is found to be suitable.
tage of

cation

ned data

Percentage of

classification

for untrained data

Percentage of

classification for trained

and untrained data

80.0 82.0

78.0 80.4

83.0 86.0

80.0 83.6

80.0 83.2

74.0 81.2
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Table 2

Results of training and testing with FLVQ

S.no. mo mf Number of

data for

training

Number of

data for

testing

Number

iteration for

convergence

Percentage of

classification for

trained data

Percentage of

classification for

untrained data

Percentage of

classification

1 6 4 150 250 48 86.67 82.0 84.8

2 6 3 150 250 42 89.33 87.0 88.4

3 6 2 150 250 37 92.0 91.0 91.6

4 5 4 150 250 57 86.0 84.0 85.2

5 5 3 150 250 46 87.33 84.0 86.0

6 5 2 150 250 41 88.67 87.0 88.0
Eq. (3) is modified as

mt ¼ mf þ kzðmo � mfÞ (6)

where kz = 2/1 + eqt; t is the iteration number and q is

the slope parameter. The target values for clustering

are fixed a priori. FLVQ network is trained with 150

data. The trained network is then tested for all 250

data. The data are clustered to the class with minimum

euclidean distance with its final weight values. In

Table 1, the convergence of LVQ for different values

of a and k is presented and it is compared with the

percentage of classification, when tested with 250

image data. The maximum classification accuracy

achieved was only 86.0%

Results of the training and testing for FLVQ and

FLVQ with proposed fuzzification variation method in

Eq. (6) are shown in Tables 2 and 3, respectively.

By repeated experimentation as in Table 2, optimal

value for mo and mf were found to be 6 and 2

respectively. Maximum performance of FLVQ with

linear variation was found to be 91.5% as shown in

Table 2. Maintaining mo = 6 and mf = 2, an exponen-

tial variation is applied. With q = 2, the classification

performance was increased to 97.6%.
Table 3

Results of training and testing with FLVQ with proposed fuzzification

S.no. zo zf q Number of

data for

training

Number of

data for

testing

Number

iteration

converge

1 6 2 1 150 250 23

2 6 2 2 150 250 19

3 6 2 3 150 250 25

4 6 2 4 150 250 29

5 6 2 5 150 250 25

6 5 2 6 150 250 31
The trained network is implemented for online

object and background detection. On detection, the

object pixels are enhanced, while the background

pixels are suppressed with following algorithm.

Results of object enhancement and background

suppression in two experiments are shown in Fig. 2.

In the first experiment, the object (bag) is dark and in

the second, the object (door) is light gray. In both

figures, the objects are identified as white with

background as black. Several experimentations reveal

that the object in the output image is classified as white

and background as black. The output image is thus

object enhanced and background suppressed.
4. Image to sound conversion

The processed output image matrix is to be

transferred into sound patterns. The frequency of

the sound produced was designed within the human

audible range of 20 Hz to 20 kHz. Since the human

auditory system is more sensitive to lower frequency

than high frequency, the frequency band is selected to

be in the low frequency range [4]. The vertical position
for

nce

Percentage of

classification for

trained data

Percentage of

classification for

untrained data

Percentage of

classification

95.33 95.0 95.2

97.33 98.0 97.6

94.66 93.0 94.0

92.67 90.0 91.6

93.33 91.0 92.4

92.67 91.0 92.0



G. Sainarayanan et al. / Applied Soft Computing 7 (2007) 257–264262

Fig. 2. Results of object enhancement and background suppression.

Fig. 3. 3D plot of sound from unprocessed image.
of the pattern is inversely related to pitch and the pixel

intensity is converted into loudness of the sound. The

frequency variations in the vertical position are

designed to be audibly differentiable. The sound

pattern produced is given by

Sð jÞ ¼
Xm

i¼1

Iði; jÞsin 2p f ðiÞt; j ¼ 1; 2; . . . ; n

where S(j) is the sound pattern for column j of the

image; I (i, j) the (i, j)th element of object enhanced

and background suppressed image; t = 0 to D, D

depends on the total duration of the acoustic informa-

tion of the image; f(i) is the frequency of the ith row of

image matrix; m the number of rows; n is the number

of columns in the image matrix.

The sine wave with the designed frequency is

multiplied with gray scale of each pixel of each

column and summed up to produce the sound pattern.

The sound pattern from each column is appended to

produce the sound for whole image. The scanning of

picture is performed in such a way that stereo sound is

produced. In this stereo type scanning, the sound

patterns created from the left half side of the image is

given to left earphone and sound patterns of right half

side to right earphone simultaneously. The scanning is
performed from leftmost column towards the center

and from right most column towards to center.

Then, the sound pattern to the left earphone,

SL = S(1) to S(n/2) is appended from the left side the

sound pattern to the right earphone SR = S(n) to S(n/2)

is appended from the right side, where n is total

number of columns.

The importance of the image processing stages

undertaken in NAVI can be illustrated by comparing

the sound in 3D form for an image with and without

image processing. It is important to note that, by the

human auditory nature, it is easy to identify and

differentiate a high amplitude sound in the middle of

low amplitude noise, compared to low amplitude

sound in between high amplitude noise [11]. The

background of image acquired by the camera is

assumed to take more image area and is of light color

compared to that of object. The NAVI image

processing makes background to be darker than

object. If the proposed image processing methodology

is not undertaken, the background is transformed to



G. Sainarayanan et al. / Applied Soft Computing 7 (2007) 257–264 263

Fig. 4. 3D plot of sound from processed image.
high amplitude sound compared to that of object and

therefore the features of the background will

predominate over the object. The distribution of the

frequency and the amplitude in the sound produced

from the unprocessed image and processed images are

shown in Figs. 3 and 4. The image considered is split

into left half and right half namely IL and IR,

respectively. Distribution of sound SL to the left ear

phone and SR to the right earphone are shown in three

dimensional plot (3D), in which x axis represents the

time after the starting of sound, y-axis represents the

frequency and z axis represents the amplitude. In

Fig. 3, the sound from the background predominates

the sound produced from the objects. This may cause

confusion for the blind user to discriminate the object

from the background. In Fig. 4, the sound from the

objects predominates over the sound from the back-

ground, and hence easier for discrimination. From the

above examples and discussions, the importance and

necessity of the proposed object identification module

can be acknowledged.
5. Conclusion

The developed prototype NAVI hardware and

software were tested on blind persons. The blind

persons were trained with some basic geometric

shapes through computer simulation and were asked to

identify obstacles of indoor environment. The

volunteer is tested to locate the obstacle in the indoor

environment. It was encouraging to note that, the blind

is also able to identify the objects moving with a

nominal speed. Work is continued to train the blind

person in identifying the outdoor scene through the

sound pattern produced by this prototype. The image

processing designed for NAVI is found to be suitable

for this application. However objects with textured

surface are not enhanced evenly. In this research,

information regarding depth of the object is not

considered. However by comparing the sound patterns

from relative distances between the blind person and

the object, information regarding the nearness of

objects can be manipulated by the blind person after

getting an experience with the developed scheme. That

is, an object is ‘perceived’ bigger through the variation

in sound pattern as the blind moves near to the object.
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