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Abstract
The Textile-Apparel-Distribution network actors require a very accurate production and sourcing management to minimize their costs and

satisfy their customers. For a such strategy, distributors rely on sales forecasting system to respond to the versatile textile market. However, the

specific constraints of the textile sales (numerous and new items, short lifetime) complicate the forecasting procedure and distributors prefer to use

intuitive estimation methods of the sales rather than the existing forecasting models. We propose a decision aid system, based on neural networks,

which automatically performs item sales forecasting. Performances of our model are evaluated using real data from an important French textile

distributor.
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1. Introduction

These last decades, methods based on Supply Chain

Management tools (Manufacturing Requirement Planning,

Distribution Requirement Planning, Enterprise Resource

Planning), have enabled an improvement of the sourcing,

production and distribution of the textile items. However, due to

the competitive environment, the globalization, the irreducible

manufacturing lead times and the uncertainty of the customer’s

demand, the sales forecast is a fundamental success factor of

the supply chain optimization of apparel companies [47]. The

forecasting system must deal with the constraints of the textile

market:
� L
*

15

do
arge number of items (about 15,000 per year).
� It
ems with short lifetimes (6–12 weeks).
� S
ubstitution of most of the items for each collection (95%).
� L
ong lead time of textile items requires considerations of

producing and planning of sourcing at a mid-term horizon

(the forecasting horizon is one season or 1 year).
� In
fluence of many explanatory variables. These factors can

be: weather data, holiday, marketing action, promotions,

fashion, economic environment.
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Several forecasting models, such as regression models

[51,24,7], exponential smoothing and Box & Jenkins models

[52,21,58], neural networks [74,77,50] or fuzzy systems

[15,46,11], have been developed and provide satisfactory

results in different domains [36]. However, their performances

strongly depend of the field of application, the forecasting goal,

the user experience, and the forecast horizon [4,13] and these

methods are not easily usable in the specific textile environ-

ment. Preceding works are enabled us to carry out a global

forecasting system for textile sales forecasting. This system,

based on soft computing techniques, is composed of several

models which automatically performs mid- [64,65] and short-

terms sales forecasting [66]. However, due to the substitution of

most items for each collection, the aggregation of sales by items

families or by clustering procedures to obtain complete

historical data of several years is required.

This paper deals with the mid-term sales forecasting for

items for which we have no historical sales data. Thus, we

propose to improve the system by combining clustering and

classification tools. The uncertainty and the complex relation-

ship between the sales and the descriptive criteria of items lead

us to rely on neural techniques.

Section 2 describes the proposed forecasting system.

Section 3 reports and analyzes the empirical results obtained

with real data supplied by an important French ready-to-wear

distributor.
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2. The proposed forecasting system

2.1. Time series clustering, classification and prediction

Due to the very short life span and the frequent substitution

of apparel items, new items do not have historical sales data.

However, the retailer is able to provide various descriptive

criteria of historical and future items. Thus, for historical items,

the available data, in database of the retailer, are the real sales

and the following descriptive criteria: price, period of the

beginning of sales and life span of items. For future items, only

descriptive criteria are known.

The proposed system, called Neural Clustering and

Classification (NCC) system, is composed of the three

following steps (Fig. 1):
(1) A
 clustering procedure (Self-Organizing Map Neural

Network) of the sales time series of historical items in a

same family enables us to obtain the prototypes, which are

characteristics of the sales behavior of items.
(2) A
 classification procedure (Probabilistic Neural Network)

then performs the links between prototypes of time series

and descriptive criteria of historical items.
(3) F
inally, each new item is assigned by the classification

procedure to one prototype of time series. This prototype is

predicted only from the descriptive criteria of the item.
The clustering and the classification learning processes (steps 1

and 2) require the sales profiles (normalized time series) and the

descriptive criteria of historical items. In order to forecast the

sales profiles of future items, the predictive classification pr-

ocess (step 3) uses the descriptive criteria of future items.

2.1.1. Clustering procedure

The purpose is to achieve clusters of items whose the life

curve are similar. The life curve of the cluster center, called

prototype, is the mean life curve of all items included in the

cluster. This prototype represents the behavior of the items.
Fig. 1. Principle of the NC
This step which must enable us to extract all the sales behavior

of the items, is crucial for effectiveness of the downstream

classification procedure.

A wide range of techniques have been developed for

clustering data, which can be classified into the following

categories [18]: partitioning clustering, hierarchical clustering,

density-based clustering, grid-based clustering and model-

based clustering. The first two categories are obviously the

most frequently used methods.

The most common partitioning clustering algorithm is k-

means algorithm, where each cluster is represented by the mean

value of the objects in the cluster. One advantage of the

partitioning clustering is that the procedure is dynamic, i.e.,

data points can move from one cluster to another. The other

advantage is that some a priori knowledge, such as cluster

shapes, can be incorporated in the clustering. The main

drawbacks of the partitioning clustering are the following [73]:
� th
C

e difficulty to find clusters of arbitrary shapes;
� th
e number of clusters have to be prefixed and is sometimes

hard to determine;
� th
e final clusters are dependant of the initialization and

problems of local optima can arise.

In hierarchical clustering, the number of clusters need not be

specified a priori, and there is no problem concerning initial-

ization and local minima [68]. However, the shortcomings of

the hierarchical clustering are the following [73]:
� it
 is not suitable for large data sets due to the high-

computational complexity;
� it
 does not incorporate any a priori knowledge such as cluster

shapes;
� it
 performs a static clustering, i.e., data points in a cluster at

the early stage cannot move to another cluster at the latter

stage.

Additionally, these two previous methods are sensitive to noise

and outliers [6,70].
forecasting model.
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Fig. 2. Example of Self-Organizing Map network (SOM).

Fig. 3. The two-level clustering method.
In order to deal with these shortcomings, more robust

methods, based on neural techniques, such as Self-Organizing

Map (SOM) [32] or genetic algorithms [35,44], have been

developed.

SOM networks have been especially successfully applied to

data clustering in many domains [68], from biology [75,33] to

the travelling salesman problem [25] through ecology [16] and

image classification [10].

A SOM network consists of two layers (Fig. 2): an input

layer and an output layer also called Kohonen layer. The

Kohonen layer is usually designed as a two-dimensional

arrangement of neurons that maps N-dimensional input to two

dimensions, preserving topological order [45,27]. The SOM

input layer of neurons is fully connected to the Kohonen layer.

The Kohonen layer computes the Euclidean distance between

the weight vector for each of the Kohonen neurons and the input

pattern. The Kohonen neuron that is closest (i.e., minimum

distance) is the winner and its activation value is one. Unlike

most other neural network approaches, the SOM network

performs unsupervised training [31].

The 2D arrangement of the output layer can be easily

visualized and thus gives people useful information about the

input data [27]. The usual way to display the cluster structure of

the data is to use a distance matrix, such as U-matrix [69]. U-

matrix method usually represents the output layer as hexagonal

grid using gray level according to the distance between each

neighboring neurons.

The success of the SOM algorithm lies in its simplicity that

makes it easy to understand, to implement and fast to compute

[73,33]. The number of map units, which determines the

accuracy and generalization capability, is a crucial parameter of

the SOM. The bigger the map size, the lower the quantization

error but the higher the topographic error. This is due to the

neural network folds to reduce the quantization error. More-

over, the bigger the map size, the higher the computational cost.

Therefore, there is trade-off between the increase of the

topographic error and the reduction of the quantization error. A

reasonable optimum solution of the compromise among the

quantization error and the topographic error to determine the

number of neurons of the output layer is given by the following

formula [16]: M ¼ 5
ffiffiffiffi
N
p

, where M is the number of map units

and N is the number of samples of the training data. The next

step consists in calculating the ratio between the number of
rows n1 and the number of columns n2. This ratio is the square

root of the ratio between the two biggest eigenvalues (e1 and e2)

of the training data such as:

n1

n2

¼
ffiffiffiffiffi
e1

e2

r

In order to have accurate representation of the data on the

output layer, a common problem of SOM network is that [31], a

larger number of nodes than the number of target groups is

generally needed. Thus, an additional clustering step is required

to further analyze the output map and to obtain the expected

number of clusters.

The idea in this two-level procedure [70] is that the first level

is composed of the SOM network which forms a 2D map of the

data and the second level is composed of a second procedure

which clusters the SOM outputs (Fig. 3). In the first level, a

large set of prototypes which is much larger than the expected

number of clusters, is formed using the SOM. These prototypes

can be interpreted as ‘‘protoclusters’’, which are in the second

level aggregated to form the final clusters. An interesting

feature of the SOM is the notion of neighboring between the

protoclusters, i.e., each protocluster is similar to the other

protoclusters which are close to it, on the map (Fig. 5).

The two main benefits of the two-level approach are: the

reduction of the computational cost [71] and the noise

reduction. Indeed, the prototypes are local averages of the

data and therefore, less sensitive to random variations than the

original data. The two-level approach in clustering can only

work if the prototypes reflect the properties of the data. The

clusters found using the prototypes should be similar to those

that would have been obtained directly from the data.

For this two-level approach, the SOM can be combined with

many other clustering methods [73]. For instance, the second

level can be composed of:
� A
 second SOM layer, which takes into account the outputs of

the first SOM layer. The number of the neurons on the second

map is equal to the desired number of clusters [37].
� A
n agglomerative contiguity-constrained clustering method

[48,31].
� A
n agglomerative hierarchical clustering [73].
� A
 partitioning methods such as the k-means algorithm.

For our applications, we combine a SOM network with the k-

means methods. Indeed, for this two-level approach, partitive

methods seem to be better than hierarchical ones in the sense

that they do not depend on previously found clusters [70]. On
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the other hand, partitive methods make implicit assumptions on

the form of clusters. For instance, k-means tries to find spherical

clusters. The number k of clusters must be previously fixed and

strongly influences the quality of the clustering procedure. But,

in this system (Fig. 1), the number k also contributes to the

accuracy of the classification procedure (Section 2.1.2). The

optimization of the number of clusters consists in an original

procedure based on a k-fold cross-validation which determines

the best partition to perform the more accurate classification.

2.1.2. Classification procedure

In order to carry out mid-term sales forecasting for new

items, it is necessary to link the sales prototypes, previously

computed, with descriptive criteria. A classification model,

built with historical data, enables the attribution of one

prototype to each new items from their descriptive criteria. The

assigned prototype is the sales forecasting of the considered

item.

Many classification methods exist and they can be globally

categorized into two classes: statistical methods and machine

learning methods.

Statistical models, such as linear discriminant analysis [63]

and logistic regression, have shown their adequacy for a great

number of practical classification tasks, especially in economy

[3]. They provide simple and easy-to-interpret classifiers.

However, the problem with applying these methods to real life

problem is that the researcher needs to impose structures (such

as linearity for regression analysis) to different models [23].

These methods become also often unreliable when relation-

ships in the input/output data set are complex and/or non-linear

[1].

It is therefore recommended to employ more efficient

classifiers based on machine learning techniques. Amount these

methods, the most common tools are [78]: decision trees, neural

networks, rule-based systems, kernel-based classifiers, baye-

sian-based classifiers, . . .. These methods are flexible enough to

perform satisfactorily in general setting. Unlike statistical

methods, they also automatically extract knowledge from a data

set and construct different model representations to explain the

data set. Many studies investigate and compare the efficiency

on these classifiers, and they generally conclude that

performances are highly dependent of the context and the

data [30,55,56,3]. It globally appears that:
� D
ecision trees such as ID3 based algorithm [8,17] and neural

networks [1,5,42,62,76] achieve better results than linear

discriminant analysis and logistic regression.
� N
eural networks seem to be the most accurate whereas

decision trees are less sensitive to reductions in sample size

[39].
� N
eural networks also provide best fit with numerical data,

while ID3 algorithm performed best with non-numerical data

[43,9].

It globally arises that neural networks [1] are considered as the

most powerful classifier for their low classification error rates

and robustness to noise [38]. Indeed, numerous studies have

compared the classification performance of neural networks
with traditional statistical techniques and provided evidence to

indicate that neural networks outperform traditional techniques

for some cases [57].

But, they are two shortcomings when applied to data mining

problems [41,12]: neural networks require a long time to train

with large databases, and lack of explanation facilities for their

knowledge. Remarkably, neural network systems appear to

yield acceptable results even though sometimes they are

incapable of outperforming linear model [3,20,54].

However, in our context (complex relationship between

sales and descriptive criteria, numerous items, numerical data,

. . .), neural network should be suitable for the classification

process.

Among neural network models, Learning Vector Quantifi-

cation Networks [34], Counter-Propagation Networks [19] and

Probabilistic Neural Networks (PNN) [59] have already been

successfully used for classification in several purposes such as

weather forecasting [67], medical decision [40], image

recognition [49], finance [72], . . ..
In fact, PNN are often applied for their accuracy and

generalization ability, adaptability, fast learning capability

[60,26]. They are also useful for their simplicity and learning

capacities, easy and instantaneous training [61]. In addition, it

also has an on-line training and updating capability. A PNN,

which is based on the implementation of Bayesian classication

[14] and Parzen non-parametric density function estimation

[53], consists of three feedforward layers (Fig. 4): input layer,

pattern layer and summation layer. Its main drawbacks are the

larger memory requirements due to the important network size

when the training data set are numerous [26] (PNN incident

traffic) and the slower execution speed for prediction of

unknown patterns compared to conventional neural networks

[2]. Because in our application, the accuracy and the

generalization are more important than the execution time,

we decide to implement PNN to classify items.

The input layer has as many neurons as there are parameters

(descriptive criteria) needed or available to describe the textile

items. This layer supplies features of input vector to all the

neurons in the pattern layer. This one is organized such that

each training input vector is represented by a neuron. When a

new input is presented, the pattern layer computes distances

from this input vector to the training input vectors, and

produces a vector whose elements indicate how close the input

is to the training inputs. Finally, the summation layer, which has

as many neurons as there are classes (or prototypes) to be

recognized, sums the contributions of previous vector for each

class to produce a vector of membership probabilities. The

output vector is composed of a 1 corresponding to class with the

largest probability and 0 elsewhere.

The PNN uses a supervised training set to develop

distribution function within the pattern layer. This one, as

mentioned earlier, the pattern layer represents a neural

implementation of a version of a Bayes classifier, where the

class dependent probability density functions could be

approximated using a Parzen estimator. This approach provides

an optimum pattern classifier in terms of minimizing the

expected risk of wrongly classifying an object.
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Fig. 4. Example of Probabilistic Neural Network (PNN).
3. Implementation of the NCC system on apparel sales

data

3.1. Used data

Sales and descriptive data are extracted from our database

relative to an important French retailer. Historical data, which

are used for the learning process, are composed of 482 items

(corresponding to years 1998 and 1999). Future data, which are

used to evaluate the accuracy of our model, are composed of

285 items (corresponding to year 2000). In order to compare

and to cluster sales profiles, life span of all items are normalized

to 52 weeks.

The selected descriptive criteria of items must have a

significant influence on the observed sales. However, the choice

is generally imposed by the availability of these criteria in the

retailer’s database. In this work, the criteria are the price, the

starting time of the sales and the life span of items. Additional

criteria such as style or textile material are also of a great

interest for forecasting purposes. However, these data are not

available in our database.

3.2. Forecasting models used for comparison

It is difficult to compare our model with classical time series

forecasting models since:
� th
e forecast horizon is too large;
� th
e items do not have specific sales time series (substitution of

items at each collection).

Very often, retailer rely on sales forecasting based on

aggregated data and mean profiles of items belonging to the

same family. This mean sales profile (mean predictor) will be

used later as a benchmark. In order to evaluate the accuracy of
our NCC system, and especially the efficiency of the PNN, we

have also tested three other classifiers:
� T
he most primitive algorithm, called ZeroR, simply outputs

the most frequent class on the training data set. Inclusion of

the ZeroR in the set of benchmark methods can help in

identifying eventual overfitting problems.
� T
he OneR algorithm [22] generates simple rules based on the

attribute that produces the smallest number of classification

errors.
� T
he Naı̈ve Bayesian [28] method is based on the prior

probabilities of each class computed from the training data.
3.3. Clustering of historical items

The two-level clustering procedure, described in Section

2.1.1, is applied on the sales profiles of the 482 historical items.

The main objective is to summarize the sales profiles with few

prototypes of sales which will be the forecast of the future

items.

3.3.1. Results of the SOM network

The SOM network enables a first clustering of the sales

profiles. This result in ‘‘protoclusters’’ which will be

clustered by the k-means method described in the next step.

The main issue is the number of the ‘‘protoclusters’’, fixed by

the map size of the SOM, which affects the trade off between

the noise reduction and the representation of the data. The

size of the used map size is determined by the formula given

in Section 2.1.1. Thus, the number of map units is

M ¼ 5
ffiffiffiffiffiffiffiffi
482
p

’ 110. In accordance to the ratio of the number

of rows and columns n1/n2, this leads to n1 = 13 and n2 = 8,

i.e., a map of 104 units.

The 104 protoclusters, obtained with a hexagonal topology

(Fig. 5), characterize many sales behaviors. It is interesting to



S. Thomassey, M. Happiette / Applied Soft Computing 7 (2007) 1177–11871182

Fig. 5. The protoclusters of the SOM (a) and the clustering of the protoclusters (b).
observe the notion of neighboring between the protoclusters:

the protoclusters which are close in the map are very similar

whereas the protoclusters at each corner of the map are totally

different. It is this notion of neighboring which makes the

clustering of the protoclusters possible for the next step.

3.3.2. Results of the k-means clustering

The k-means clustering is performed on the 104 proto-

clusters. The number of final clusters nc is a crucial parameter

and strongly impacts the efficiency of the PNN for the

classification procedure. This parameters is computed from

historical data by a 10-fold cross-validation method. The

selected nc is the optimum number of clusters which enables the

more accurate classification in term of absolute error. In this

application, the optimal number of clusters, is nc = 8 (Fig. 6).

The eight clusters and their associated prototypes are presented

in Fig. 7. Each prototype represents between 37 (for cluster 8)

and 79 (for cluster 5) items. It appears that the most of the sales

behaviors expected by the experts in apparel sales are included

in these eight prototypes: the prototypes 2, 3 and 8 summarize
Fig. 6. Number of clusters and absolute error.
items with important sales in the beginning of the life cycle; the

prototype 5 represents items which need a small period before

the sales grow; items with a pick of sales during the season are

characterized by prototypes 1 and 7; prototype 6 is composed

by items for which the sales increase during the season; and

prototype 4 proposes relatively constant sales during the

season.

3.4. Classification of new items

The next stage consists in building a PNN to link the sales

behavior of items (prototype) to their descriptive criteria. The

learning process of the PNN is carried out with the data of the

historical items: the inputs are the descriptive criteria and the

target output is the cluster of the considered item previously

computed.

The used PNN is composed of three layers (see Section

2.1.2): the input layer with three neurons for each of the

descriptive criteria (price, starting time of the sales and life

span), the pattern layer with 482 neurons for each different

input vector of the training data, and the summation layer with

eight neurons since the clustering procedure has built eight

classes.

Fig. 8 shows the results of the NCC system. The prototypes

which have been assigned by the PNN, are presented with the

future items used for the simulation procedure. The sales

profiles of the items classified in the clusters 1, 4, 5, 7 and 8 are

relatively similar to the prototype, except for a few items. These

results should be considered accurate for a sales forecasting one

season ahead, without historical sales data. Results obtained

with clusters 3 and 6 seem more mitigated but they stay quite

acceptable. However, prototype 2 is not representative of the

items assigned in the related cluster. Therefore, items are a

quite similar profile but these profiles are different from the

prototype. This could result from the fact that the attributes

used to build the PNN are not rich enough to explain the sales

behavior of these items.
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Fig. 7. The eight clusters and their associated prototypes.
The analysis of each class of new items performed by the

PNN reveals that this automatic process enables a homo-

geneous and logical classification. The examples presented in

Fig. 9 show that:
� I
tems associated with prototype 1 have a low starting date

with a long life span or a mean starting date with a mean life

span. This means that the selling period of these items is

centered in the year. As a result, these items are associated

with a prototype whose the sales are more important in the

middle of the year.
� I
Table 1

Comparison of MAPE and MdAPE criteria between basic models and NCC

model on 285 items

Mean profile ZeroR OneR Naive Bayesian NCC
tems with low price and sold at the beginning of the year

(low starting date) are associated with prototype 2. This

prototype which presents important sales at the beginning of

the year, should characterize ‘‘one shot’’ items. These items

which are often fashion and low cost items, are ordered one

time (often at the beginning of the season) and sold until it is

out of stock without replenishment.
� T

MAPE 203 218 194 145 146.8

MdAPE 119 136 100 91 89
he items associated with prototype 5 have a mean price, a

mean life span and a wide range of starting date, i.e., they

should be considered as ‘‘mean’’ items. The prototype 5
typically represents the basic life cycle of apparel items with

a quick sales growth followed by a low decrease. Thus, the

‘‘mean’’ items are associated with ‘‘mean’’ life curve.
� T
he items with a relatively low starting date and a relatively

high life span, i.e., which are sold at the end of the year, are

associated with prototype 6. This prototype is characterized

by an increase of sales at the end of the year.

Finally, Table 1 represents the global performances of our

model and others basic methods in term of Mean Absolute

Percentage Error (MAPE) and Median Absolute Percentage

Error (MdAPE). The comparison with the mean predictor

shows that our NCC system is globally most accurate of 25%
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Fig. 8. Assigned prototypes and the real profiles of the 285 items used for simulation.
for the MdAPE criterion and 27% for MAPE criterion.

However, the accuracy of the PNN is quite similar to the Naive

Bayesian classifier which is a more basic model. Once again,

this should be due to the input data which do not enable the

PNN to exploit its classification capacities. Consequently, the

information extracted from the data is not sufficient to perform

a more accurate forecast than a simpler model such as the Naive

Bayesian classifier.

4. Conclusions and perspectives

The apparel industry is very specific and requires to develop

suitable tools for the sales forecasting. The proposed NCC

model, based on neural technique (Self-Organizing Map and

Probabilistic Neural Network) is useful to estimate sales

profiles of new items for which we have no historical sales data.

The clustering procedure is carried out with of a two-level

method which is composed of a SOM network and a k-means

clustering. This stage leads to the computation of prototypes

which summarize the sales behavior of the historical items. The

PNN, which performs the classification procedure, determines
the prototype the more suitable for each future item, from its

descriptive criteria. These prototypes constitute the forecasting

of the sales profiles.

The results, obtained with a data base of 482 items (historical

items) for the training process and 285 items (future items) for the

simulation process, confirm that our model globally increases the

accuracy of mid-term forecasting in comparison with the mean

sales profile predictor. The 2 two-level clustering method enables

us to extract eight prototypes from historical sales data. The PNN

is able to perform a homogeneous and logical classification of

new items from their descriptive criteria. However, a more

detailed analysis shows that some mistakes arise from the PNN.

In one case, the predicted prototypes are different from the real

profiles of the future items. These should result from the fact that

the used descriptive criteria are not rich enough to discriminate

the sales behaviors of all future items. Further criteria, such as

style or textile material must be considered in the hope of

increasing the forecasting accuracy, but such data are not often

available in the apparel industry.

Finally, it would be interesting to compare our NCC model

with other powerful classifiers such as decision tree, genetic
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Fig. 9. Examples of descriptive criteria of new items associated with their prototype.
programming or fuzzy logic on other data sets to confirm the

efficiency of our proposed system. We let these perspectives as

future works.
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